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Abstract
Localized frictional sliding on faults in the continental crust transitions at depth to distributed deformation in viscous shear zones. This brittle-ductile transition (BDT), and/or the transition from velocity-weakening (VW) to velocity-strengthening (VS) friction, are controlled by the lithospheric thermal structure and composition. Here we investigate these transitions, and their effect on the depth extent of earthquakes, using 2D antiplane shear simulations of a strike-slip fault with rate-and-state friction. The off-fault material is viscoelastic, with temperature-dependent dislocation creep. We solve the heat equation for temperature, accounting for frictional and viscous shear heating that creates a thermal anomaly relative to the ambient geotherm which reduces viscosity and facilitates viscous flow. We explore several geotherms and effective normal stress distributions (by changing pore pressure), quantifying the thermal anomaly, seismic and aseismic slip, and the transition from frictional sliding to viscous flow. The thermal anomaly can reach several hundred degrees below the seismogenic zone in models with hydrostatic pressure, but is smaller for higher pressure (and these high-pressure models are most consistent with San Andreas Fault heat flow constraints). Shear heating raises the BDT, sometimes to where it limits rupture depth rather than the frictional VW-to-VS transition. Our thermomechanical modeling framework can be used to evaluate lithospheric rheology and thermal models through predictions of earthquake ruptures, postseismic and interseismic crustal deformation, heat flow, and the geological structures that reflect the complex deformation beneath faults.

1 Introduction
Thermal structure plays a major role in the rheology and dynamics of the continental lithosphere and active faults embedded within it. Increasing temperature with depth activates crystal-plastic creep, also called viscous flow, producing the well-known transition from localized frictional sliding across faults (i.e., brittle deformation) to viscous flow (i.e., ductile deformation) (e.g., Byerlee, 1978; Goetze & Evans, 1979; Brace & Kohlstedt, 1980; Sibson, 1982, 1984). Below the brittle-ductile transition (BDT), crystal-plastic creep reduces the flow stress of lithospheric rocks, preventing seismic slip and producing a zone of viscous deformation that forms the ductile root of faults. Temperature also influences the frictional properties of faults, with many experiments providing evidence for a transition from steady-state velocity-weakening to velocity-strengthening friction as temperature is increased, as reviewed by Hu & Sun (2020). Experiments suggest that granite and related crustal rocks undergo this transition at roughly 350 °C (e.g., Dieterich, 1978; Ruina, 1983; Tullis & Weeks, 1986; Blanpied et al., 1991, 1995; Chester, 1995; Aharonov & Scholz, 2018, 2019), though other experiments suggest that these rocks can remain velocity-weakening up to 600 °C (Mitchell et al., 2016). The velocity-weakening portion of a fault can host earthquakes, while velocity-strengthening portions generally slip aseismically. Both the brittle-ductile transition and the frictional stability transition have the potential to affect the extent of the seismogenic zone and the depth to which large ruptures will propagate. Furthermore, due to the temperature-dependence of viscous flow, the depth of the BDT can be altered by frictional and viscous shear heating, which produces a thermal anomaly (i.e., temperature deviation from the ambient geotherm) within and around fault zones. A variety of observations, on both active and exhumed faults, provide insight into the extent of the heat generation and its effect on the structure and dynamics of faults and their roots.

Field observations of exhumed seismogenic zones of faults reveal that, while the overall fault zone in the upper crust may be hundreds of meters wide, slip during individual earthquakes might be localized onto narrow zones that are just tens of microns to centimeters wide (e.g., Chester & Chester, 1998; Wibberley & Shimamoto, 2002; Sibson, 2003; Chester et al., 2004; Noda & Shimamoto, 2005; Rice, 2006). As temperature increases with depth, this highly localized, brittle deformation style ultimately transi-
tions into more distributed viscous deformation in the form of relatively broad mylonite zones. Seismic imaging and seismicity studies of active faults, as well as geologic studies of exhumed fault zones, reveal a rich array of deformation styles and degree of localization in the middle and lower crust and upper mantle. Many continental transform faults persist as highly localized features to the Moho or even below it, such as the San Andreas and San Jacinto Faults (Lemiszki & Brown, 1988; Henstock et al., 1997; Zhu, 2000; Vauchez & Tommasi, 2003; Lekic et al., 2011; Miller et al., 2014) and the Newport-Inglewood Fault (Inbal et al., 2016). Others, including the Dead Sea, Alpine, and Wairau Faults, apparently transition into distributed zones of deformation in the lower crust (Klosko et al., 1999; Molnar, 1999; Weber et al., 2004). Some major exhumed mylonite zones from the lower crust, such as the Great Slave Lake shear zone, the South American shear zone, and the Woodroffe Thrust mylonite zone (Bell, 1978; Berthe et al., 1979; Weijermars, 1987; Camacho et al., 1995; Hammer, 1988), can be tens of kilometers in width. However, because the upper crustal fault zone has eroded away, it is not clear if these zones are the result of a single fault broadening into a shear zone, or the lower crustal signature of a zone of anastomosing faults in the brittle crust above (Norris & Cooper, 2003). Other exhumed mylonite zones are relatively narrow, such as the 1 to 2-km-wide mylonite zone from the middle and lower crust beneath the Alpine Fault (Norris & Cooper, 2003; Norris & Toy, 2014) and the 2-km-wide mylonite zone in the Salzach–Ennstal–Mariazell–Puchberg Fault system (Rosenberg & Schneider, 2008; Frost et al., 2011). Some exhumed fault zones have features such as mutually overprinted pseudotachylyte and mylonite that are interpreted as evidence for rupture propagation below the BDT (e.g., Vissers et al., 1997; Sibson & Toy, 2006; Lin et al., 2005; Cole et al., 2007; Griffith et al., 2008; Frost et al., 2011; White, 2012; Kirkpatrick & Rowe, 2013; Melosh et al., 2018; Petley-Ragan et al., 2019).

These transitions in deformation style with depth are also reflected in the strength profiles of the lithosphere. The lithosphere is typically divided into three layers: the upper crust, lower crust, and upper mantle. The upper crust is brittle, so its strength is determined by the frictional strength of faults. The transition to viscous flow generally occurs in the lower crust or upper mantle, with their strength depending on their composition, water content and presence of partial melt, and the strain rate of deformation. The continental lithosphere near transform faults may be best described by the “crème brulée” model, in which the upper mantle is weaker than the lower crust (e.g., Maggi et al., 2000; Jackson, 2002; Bürgmann & Dresen, 2008). This model is supported, in regions such as the Mojave Desert in southern California, by estimates of the rheological structure from exhumed xenoliths and transient postseismic deformation (e.g., Johnson et al., 2007; Thatcher & Pollitz, 2008; Behr & Hirth, 2014; Behr & Platt, 2014; Chatzaras et al., 2015). Other observations also support this view of a weak upper mantle. Behr & Platt (2014) created a global compilation of shear stress measurements from exhumed large-scale ductile shear zones and active faults, and found that the middle crust at and below the BDT is the main load-bearing layer in the lithosphere. They also found that the brittle upper crust was relatively weak. Many of their lowest estimates for fault strength come from mature faults such as the San Andreas and Denali Faults, indicating that mature faults may be weak (Behr & Platt, 2014). It may be that the continental lithosphere cannot be reduced to a simple layered model like the “crème brulée” model, and that lateral variations in rheology must be accounted for (e.g., Bürgmann & Dresen, 2008; Jackson et al., 2008; Wright et al., 2013). In particular, the strength of the crust and mantle may be significantly reduced in the vicinity of major faults as a result of weakening mechanisms such as shear heating and grain-size reduction, and as a result one must take care in interpreting postseismic deformation (Bürgmann & Dresen, 2008; Wright et al., 2013).

One avenue of research that synthesizes many of these observations is the simulation of sequences of earthquake and aseismic slip, in which the coseismic, postseismic, and interseismic phases of the earthquake cycle are modeled within a single simulation.
framework. Many such studies have focused on faults with rate-and-state friction in linear elastic half-spaces (e.g., Tse & Rice, 1986; Rice, 1993; Lapusta et al., 2000; Kaneko et al., 2011; Erickson & Dunham, 2014). These models can be calibrated to match co-seismic, postseismic, and interseismic observations (Barbot et al., 2012). Other earthquake cycle studies have utilized viscoelastic bulk rheologies but with kinematically imposed earthquakes (e.g., Savage & Prescott, 1978; Thatcher, 1983; Thatcher & England, 1998; Johnson et al., 2007; Takeuchi & Fialko, 2012; Zhang & Sagiya, 2017). A few models fully couple rate-and-state friction and a linear or power-law viscoelastic bulk rheology. Some consider a fault-containing elastic layer over a viscoelastic half-space (Kato, 2002; Lambert & Barbot, 2016a). Others simulate only a single event rather than multiple cycles (Barbot & Fialko, 2010; Aagaard et al., 2013). An alternative approach was taken by Shimamoto & Noda (2014) and Beeler et al. (2018), who captured the frictional sliding to viscous flow transition through a unified constitutive law applied on an “interface” in an otherwise elastic solid. This approach is based on the assumption that viscous flow is confined to a ductile fault root whose width (which must be specified a priori) is far less other length scales of interest. Most recently, in Allison & Dunham (2018), we developed a method for simulating earthquake sequences on a rate-and-state frictional fault embedded within a viscoelastic solid. The transition from fault slip to viscous flow, and the width of the fault root, are determined as part of the solution, and can vary spatially and temporally, unlike the methods reviewed above. Miyake & Noda (2019) have also coupled rate-and-state friction with bulk viscoelasticity, exploring how viscous stress relaxation can alter or suppress slip as the Maxwell time approaches or becomes smaller than the earthquake recurrence interval. However, their spectral boundary integral equation method is limited to homogeneous, linear viscoelastic solids, so cannot capture the depth-dependent transitions that comprise the focus of Allison & Dunham (2018) and our current study.

A few studies have considered frictional and viscous shear heating, and the associated thermal anomaly, in the context of earthquake cycles. Models which include only viscous shear heating, and use the geometry of a fault-containing layer over a viscoelastic half-space, provide the following estimates of thermal anomaly: 1-20 °C (Lyzenga et al., 1991; Savage & Lachenbruch, 2003) or up to a few hundred °C (Thatcher & England, 1998; Leloup et al., 1999; Takeuchi & Fialko, 2012; Moore & Parsons, 2015). We note that Lyzenga et al. (1991) use a weak viscous rheology that places the BDT at only 7 km depth (for a high stress fault model and power-law flow, similar to our model) and reduces shear heating by about an order of magnitude, relative to other studies, at a given stress level. The low thermal anomaly estimate of Savage & Lachenbruch (2003) stems from their choice of friction coefficient < 0.1; adjusting their results to a friction coefficient of 0.6 raises their estimate of thermal anomaly to values consistent with most of the other studies. Zhang & Sagiya (2017) include both frictional and viscous shear heating in their model, in which earthquakes are kinematically imposed and the depth of the BDT is both gradual and determined self-consistently as part of the solution. They find that for a continental strike-slip fault, the overall thermal anomaly peaks at roughly 200 °C at about 12 km depth, which is sufficient to produce a shallower BDT than in an otherwise equivalent model without shear heating. Lambert & Barbot (2016b) also account for both frictional and viscous shear heating, modeling a fault with rate-and-state friction embedded in an elastic layer overlying a viscoelastic half-space. They find the magnitude of the overall thermal anomaly to be on the order of 100-200 °C, centered in the middle of the 15-km-deep velocity-weakening zone. Both Zhang & Sagiya (2017) and Lambert & Barbot (2016b) find that frictional shear heating is larger than viscous shear heating, a result which might differ if dynamic weakening were included in the coseismic period.

In this study, we develop and utilize a thermomechanical earthquake sequence model which simulates earthquake cycles with a rate-and-state frictional fault in viscoelastic half-space obeying a temperature-dependent power-law rheology. The mechanics prob-
lem is coupled to the heat equation with frictional and viscous shear heating source terms. Our primary focus is on representing the BDT zone as a broad region whose depth is not imposed a priori, but rather emerges from the solution of the governing equations and changes in response to variable stresses and shear heating. In order to focus on temperature-dependent effects, we consider a single frictional and compositional structure. We perform a parameter-space study exploring the influence of the ambient geotherm, parameterized by the lithosphere-asthenosphere boundary (LAB) depth; pore fluid pressure, parameterized with the Hubbert-Rubey fluid pressure ratio; and the width of the frictional shear zone. Shallower LAB depths correspond to warmer ambient geotherms, which decrease the effective viscosity, producing a shallower BDT. Elevating pore fluid pressure reduces the effective normal and shear stress on the fault, thereby decreasing frictional shear heating. The lower shear strength of the fault also reduces deviatoric stresses in the off-fault material, hence lowering viscous shear heating as well. Increasing the width of the frictional shear zone decreases the local temperature rise (within a few meters of the fault) produced by frictional shear heating, but otherwise results in minimal changes in the model behavior.

2 Model

We model a vertical strike-slip fault in a viscoelastic half-space undergoing two-dimensional antiplane shear deformation (Figure 1). The fault is located at $y = 0$, where $y$ is horizontal and $z$ is vertical and pointing down, with the origin located at the intersection of the fault with the Earth’s surface. To reduce computational cost, we use material properties and tectonic loading that are symmetric about the fault, allowing us to model only half of the domain ($y \geq 0$). In this study, we use the quasi-dynamic approximation to elastodynamics (i.e., quasi-static deformation with the radiation damping approximation, Rice, 1993), but future efforts can account for full elastodynamics as we have demonstrated in another study that utilizes the same code (Duru et al., 2019). The fault exists through the entire model domain so that the depth of the BDT, and the partitioning of tectonic loading into fault slip and bulk viscous flow, can be determined by the depth-dependent relative strength of the fault and off-fault material, rather than being imposed a priori. Below we state the governing equations and boundary conditions.

The static equilibrium equation is

$$\frac{\partial \sigma_{xy}}{\partial y} + \frac{\partial \sigma_{xz}}{\partial z} = 0,$$

where $\sigma_{ij}$ are the quasi-static stress components, which are given by Hooke’s law,

$$\sigma_{xy} = \mu \left( \frac{\partial u}{\partial y} - \gamma^{V}_{xy} \right), \quad \sigma_{xz} = \mu \left( \frac{\partial u}{\partial z} - \gamma^{V}_{xz} \right),$$

where $u$ is the displacement in the $x$ direction, $\gamma^{V}_{ij}$ are the (engineering) viscous strains, and $\mu$ is the shear modulus. The viscous strains are determined by the power-law viscous flow law

$$\dot{\gamma}^{V}_{xy} = \frac{1}{\eta_{\text{eff}}} \sigma_{xy}, \quad \dot{\gamma}^{V}_{xz} = \frac{1}{\eta_{\text{eff}}} \sigma_{xz},$$

$$\eta_{\text{eff}} = A e^{-Q/RT} \bar{\tau}^{n-1}, \quad \bar{\tau} = \sqrt{\sigma^{2}_{xy} + \sigma^{2}_{xz}},$$

where the overdot indicates a time derivative, $\eta_{\text{eff}}$ is the effective viscosity, $T$ is the temperature, and $R$ is the universal gas constant. The effective viscosity is a nonlinear function of the deviatoric stress invariant $\bar{\tau}$, and also depends upon several rheological parameters which vary with composition: the rate coefficient $A$, the activation energy $Q$, and the stress exponent $n$. Deviatoric stresses and in-plane viscous flow are neglected.

On the fault, frictional strength (i.e., the shear resistance to sliding), $\tau$, balances the resolved shear traction on the fault, accounting for the radiation-damping response
Our 2D strike-slip fault model simultaneously captures the transition from velocity-weakening (VW) to velocity-strengthening (VS) rate-and-state friction and the off-fault transition from effectively elastic to viscoelastic deformation. The depths of both transitions depend on temperature, so we consider a range of ambient geotherms, using a conductive geotherm in the crust and an adiabat below the lithosphere-asthenosphere boundary (LAB). We also account for thermal anomalies arising from frictional and viscous shear heating by simultaneously solving the heat equation.

\begin{align}
\tau(z, t) &= \sigma_{xy}(0, z, t) - \eta_{\text{rad}} V = f(\psi, V)\bar{\sigma}_n, \\
\dot{\psi} &= G(\psi, V), \\
\delta(z, t) &\equiv 2u(0, z, t), \\
V &\equiv \frac{\partial \delta}{\partial t}, \tag{8}
\end{align}

where \(\bar{\sigma}_n\) is effective normal stress, \(\psi\) is the state variable, \(V\) is slip velocity, \(\delta\) is slip, and \(f\) is the friction coefficient. Equation (6) is the state evolution equation, e.g., either the slip law or the aging law (in this study we use the aging law).

Boundary conditions on the exterior sides of the domain are

\begin{align}
\sigma_{xx}(y, 0, t) &= 0, \\
\sigma_{xx}(y, L_z, t) &= 0, \\
u(L_y, z, t) &= \frac{V_L t}{2}, \tag{11}
\end{align}

where \(L_y\) and \(L_z\) are the dimensions of the model domain in the \(y\)– and \(z\)–directions, respectively, and \(V_L\) is the tectonic plate (i.e., loading) velocity. At Earth’s surface, we use a traction-free boundary condition (9). We also use this boundary condition at the bottom of the domain, because it permits an arbitrary amount of displacement to occur. This is necessary for elastic models, but is irrelevant in viscoelastic models, as viscous flow permits arbitrary displacements at the bottom of the domain as well. Tectonic loading displacement is applied at a steady rate to the lateral boundary. It is important to use a sufficiently large domain such that the model behavior is independent of \(L_y\) or \(L_z\) (Erickson et al., 2020), so we place both boundaries at 500 km, or about 50 times the seismogenic depth, using a coordinate transform (i.e., grid stretching) for computational efficiency (Allison & Dunham, 2018).

We additionally solve the energy balance or heat equation for the perturbation \(\Delta T\), or thermal anomaly, from the ambient one-dimensional geotherm \(T_{\text{amb}}\). Above the LAB,
$T_{\text{amb}}$ corresponds to steady-state vertical conduction with radiogenic heat generation in
the crust, and below the LAB it follows the mantle adiabat (Turcotte & Schubert, 2002):

$$\frac{d}{dz} \left( \frac{k dT_{\text{amb}}}{dz} \right) + Q_{\text{rad}} = 0, \quad 0 < z < z_{\text{LAB}},$$

(12)

$$Q_{\text{rad}} = A_0 e^{-z/d_c},$$

(13)

$$T_{\text{amb}}(y, 0, t) = T_0$$

(14)

$$T_{\text{amb}}(z_{\text{LAB}}) = T_p + gz_{\text{LAB}}, T_{\text{amb}}(z) = T_p + gz, \quad z \geq z_{\text{LAB}},$$

(15)

where $Q_{\text{rad}}$ is the source term for radiogenic heat generation in the crust, $T_p$ is the man-
tle potential temperature, and $g$ is the slope of the mantle adiabat. To solve for $T_{\text{amb}}$
above the LAB, we hold the temperature at the Earth’s surface fixed at $T_0 = 10^2 \degree C$,
and at $z_{\text{LAB}}$ the temperature is determined by the mantle adiabat.

The heat equation for the thermal anomaly $\Delta T$, which is solved over the entire do-
main (both above and below the LAB) is

$$\rho c \frac{\partial \Delta T}{\partial t} = \frac{\partial}{\partial y} \left( k \frac{\partial \Delta T}{\partial y} \right) + \frac{\partial}{\partial z} \left( k \frac{\partial \Delta T}{\partial z} \right) + Q_{\text{visc}} + Q_{\text{fric}},$$

(16)

$$Q_{\text{visc}} = \tau^V \dot{\gamma}^V, \quad Q_{\text{fric}} = \frac{\tau V}{\sqrt{2\pi w}} \exp \left( \frac{-y^2}{2w^2} \right),$$

(17)

where $\rho$ is the density, $c$ is the specific heat, $\dot{\gamma}^V = \sqrt{(\dot{\gamma}^V_{xy})^2 + (\dot{\gamma}^V_{xz})^2}$ is the second in-
variant of the viscous strain rate, and $Q_{\text{visc}}$ and $Q_{\text{fric}}$ are the source terms for viscous
and frictional shear heating, respectively. We spread frictional shear heating over a Gauss-
ian shear zone of half width $w$ (e.g., Andrews, 2002; Rice, 2006), which we vary from
0.1 to 10 m. Geologic observations indicate that, in the shallow crust and for an indi-
nual earthquake, this frictional shear zone can be as narrow of tens of micrometers,
suggesting that frictional shear heating could instead be included as a heat flux radiat-
ing from a planar fault (Rice, 2006). However, without the inclusion of a dynamic weak-
ening mechanism such as thermal pressurization or flash heating, this would result in an
unrealistically large coseismic temperature rise and the onset of melting (Rempel & Rice,
2006), which is neglected in our model. Our model can easily be extended to include dy-
namic weakening, but this would introduce additional free parameters and complexity,
so we defer this important extension to future studies.

With regard to boundary conditions for $\Delta T$, we hold the exterior boundaries fixed
at the temperature of the ambient geotherm, and account for frictional heating only through
a source term as described above:

$$\frac{\partial \Delta T}{\partial y} \bigg|_{y=0} = 0, \quad \Delta T(L_y, z, t) = 0, \quad \Delta T(y, 0, t) = 0, \quad \Delta T(y, L_z, t) = 0.$$ (18)

As in the mechanical problem, it is important that the domain is large enough that the
thermal anomaly is not impacted by the remote boundary conditions. We use the same
domain for both the heat equation and the mechanical problem, so this condition is eas-
ily satisfied.

The discretization of the governing equations is described in the Supporting Infor-
mation. The grid spacing in the $z$-direction is chosen to resolve frictional dynamics. We
also use a grid spacing of $w/5$ (0.02 m) in the $y$-direction near the fault to resolve ther-
mal boundary layers that arise during the coseismic phase. Grid stretching is used away
from the fault and seismogenic zone.

### 2.1 Ambient Geotherms

The power-law rheology is strongly temperature-dependent, and therefore the choice
of ambient geotherm makes a significant difference in the behavior of the system. We
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frictional parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>direct effect parameter</td>
<td>(a)</td>
<td>depth variable, see Figure 3a</td>
</tr>
<tr>
<td>state evolution effect parameter</td>
<td>(b)</td>
<td>depth variable, see Figure 3a</td>
</tr>
<tr>
<td>state evolution distance</td>
<td>(d_c)</td>
<td>3.2, 6.3, 10 mm</td>
</tr>
<tr>
<td>reference friction coefficient for steady sliding</td>
<td>(f_0)</td>
<td>0.6</td>
</tr>
<tr>
<td>reference velocity</td>
<td>(V_0)</td>
<td>(10^{-6}) m/s</td>
</tr>
<tr>
<td>radiation damping coefficient</td>
<td>(\eta_{rad})</td>
<td>4.68 MPa s/m</td>
</tr>
<tr>
<td>Hubbert-Rubey pore pressure ratio</td>
<td>(\lambda)</td>
<td>0.8, 0.6, 0.37</td>
</tr>
<tr>
<td>effective normal stress</td>
<td>(\sigma_n)</td>
<td>depth variable, see Figure 3c</td>
</tr>
<tr>
<td>nucleation zone size</td>
<td>(h^*)</td>
<td>5 km at 12 km</td>
</tr>
<tr>
<td><strong>Viscoelastic parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shear modulus</td>
<td>(\mu)</td>
<td>30 GPa</td>
</tr>
<tr>
<td>density</td>
<td>(\rho)</td>
<td>2700 kg/m(^3)</td>
</tr>
<tr>
<td>loading velocity</td>
<td>(V_L)</td>
<td>(10^{-9}) m/s</td>
</tr>
<tr>
<td>Moho depth</td>
<td>(z_{Moho})</td>
<td>30 km</td>
</tr>
<tr>
<td><strong>Thermal parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>surface radiogenic heat production rate per unit mass</td>
<td>(A_0)</td>
<td>2 (\mu)W/m(^2)</td>
</tr>
<tr>
<td>length scale for radiogenic heat generation</td>
<td>(d_r)</td>
<td>10 km</td>
</tr>
<tr>
<td>mantle adiabat</td>
<td>(g)</td>
<td>0.3°C/km</td>
</tr>
<tr>
<td>thermal conductivity</td>
<td>(k)</td>
<td>2.5 W/m/K</td>
</tr>
<tr>
<td>Earth’s surface temperature</td>
<td>(T_0)</td>
<td>10 °C</td>
</tr>
<tr>
<td>mantle potential temperature</td>
<td>(T_p)</td>
<td>1200 °C</td>
</tr>
<tr>
<td>frictional shear zone width</td>
<td>(w)</td>
<td>0.1 - 10 m</td>
</tr>
<tr>
<td>LAB depth</td>
<td>(z_{LAB})</td>
<td>40 - 70 km</td>
</tr>
<tr>
<td>thermal diffusivity</td>
<td>(\alpha_{th})</td>
<td>1 mm(^2)/s</td>
</tr>
<tr>
<td>heat capacity</td>
<td>(\rho c)</td>
<td>2.5 MJ/°C m(^3)</td>
</tr>
</tbody>
</table>

**Table 1.** Model parameters. Note that state evolution distance \(d_c\) is varied with pore pressure ratio \(\lambda\) in order to keep nucleation length unchanged.
consider four candidate geotherms (Figure 2), selected to be representative of southern California. The geotherms are consistent with observations of surface heat flow of 60-120 mW/m² (Lachenbruch et al., 1985; Williams & DeAngelo, 2011) and estimates of the Moho temperature of 650-850 °C (Humphreys & Hager, 1990; Yang & Forsyth, 2008). Exhumed xenoliths originating from a few kilometers below the Moho in the Mojave region are consistent with the upper end of this Moho temperature range (Behr & Hirth, 2014). The geotherms are constructed assuming a surface temperature of 10°C, a mantle adiabat of 0.3°C/km, and mantle potential temperature of 1200°C (Lachenbruch & Sass, 1977). Radiogenic heat generation is included only in the crust above the LAB, with the heat production decaying exponentially with depth, as defined in Equation (13) (Lachenbruch & Sass, 1977). Based on Lekic et al. (2011), we consider four LAB depths: 40, 50, 60, and 70 km. For simplicity, we assume constant thermal parameters throughout the domain, given in Table 1 (Turcotte & Schubert, 2002).

![Figure 2](image)

**Figure 2.** (a) Ambient geotherms constructed using a conductive geotherm in the lithosphere, including radiogenic heat generation in the crust, and a mantle adiabat, representative of a convective regime. The LAB is the depth at which the conductive geotherm intersects the mantle adiabat. We consider four LAB depths: 40, 50, 60, and 70 km. The dashed black lines show geotherms used in other, similar studies: (1) Takeuchi & Fialko (2012), (2) Sass et al. (1997), and (3) Freed & Bürgmann (2004) and Takeuchi & Fialko (2013). (b) and (c) LAB depths in southern California, reproduced from Lekic et al. (2011).

### 2.2 Rheological Parameters

We consider a single, layered composition, representing the crust with wet feldspar and the mantle with wet olivine. The transition in composition from the crust to the mantle occurs smoothly over 10 km, as shown in Figure 3b, using a mixing law representative of magmatic underplating, as in Allison & Dunham (2018). Also, we neglect spatial variation in the shear modulus, instead using the constant value given in Table 1. We assume the viscous deformation mechanisms to be dislocation creep in both the crust and mantle, though there is evidence that feldspar in the lower crust deforms through diffusion creep as well, particularly in shear zones where the grain size is reduced (Rybacki & Dresen, 2004). While our method can handle diffusion creep and different rheologies in shear zones, we defer this to future work (Allison & Montesi, 2020).

### 2.3 Stress State

The frictional strength of the fault (5) is intimately related to the stress state of the system, which is essential to specify given the nonlinearity of the viscous flow law...
Table 2. Values used for power-law flow parameters.

<table>
<thead>
<tr>
<th>Material</th>
<th>(A, (\text{MPa}^{-n} , \text{s}^{-1}))</th>
<th>(n)</th>
<th>(Q, (\text{kJ mol}^{-1}))</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>wet feldspar</td>
<td>(1.58 \times 10^3)</td>
<td>3</td>
<td>345</td>
<td>Rybacki et al. (2006)</td>
</tr>
<tr>
<td>wet olivine</td>
<td>(3.6 \times 10^5)</td>
<td>3.5</td>
<td>480</td>
<td>Hirth &amp; Kohlstedt (2003)</td>
</tr>
</tbody>
</table>

and rate-and-state friction law. We set the overall stress state, which enters our model solely through the effective normal stress on the fault in equation (5), by assuming an optimally oriented strike-slip fault having friction coefficient \(f_0 = 0.6\) (e.g., Sibson, 1974). We assume vertical total stress is equal to lithostatic pressure, and consider different conditions for pore pressure at depth, parameterized with the Hubbert-Rubey fluid pressure ratio \(\lambda\) (equal to pore pressure divided by lithostatic pressure) (Hubbert & Rubey, 1959).

We first consider the case of hydrostatic pore pressure, \(\lambda = 0.37\) for the rock density used in this study. We also consider two cases of elevated pore pressure: \(\lambda = 0.6\) and 0.8. Note that this background stress state produces both antiplane and in-plane deviatoric stresses. As explained earlier, we neglect the contribution of in-plane deviatoric stresses in our application of the viscous flow law, such that the resulting deformation is exclusively 2D antiplane shear. This does limit the applicability of our results for certain applications, such as quantifying the orientation and relative magnitude of the principal stresses, which require fully 3D calculations.

2.4 Frictional Parameters

The frictional strength of the fault is governed by rate-and-state friction. We use the regularized form (Rice et al., 2001),

\[
f(\psi, V) = a \sinh^{-1} \left( \frac{V}{2V_0} e^{\psi/a} \right) \approx a \ln \left( \frac{V}{V_0} \right) + \psi,\tag{19}\]

with the aging law for state evolution (Ruina, 1983; Marone, 1998),

\[
G(\psi, V) = \frac{bV_0}{d_c} \left( e^{(f_0-\psi)/b} - \frac{V}{V_0} \right).\tag{20}\]

This formulation can be brought into the more common form of rate-and-state friction by replacing our choice of (dimensionless) state variable, \(\Psi\), with the usual state variable \(\theta\) (having units of time) via \(\Psi = f_0 + b \ln(V_0 \theta/d_c)\), such that \(f \approx f_0 + a \ln(V/V_0) + b \ln(V_0 \theta/d_c)\) and \(G = 1 - V \theta/d_c\). However, \(\Psi\), as a nondimensional quantity of order unity, is better suited for numerical calculations. The primary parameters which determine the frictional behavior of the system are the direct effect parameter \(a\), the state evolution parameter \(b\), and the state evolution distance \(d_c\). Velocity-weakening (VW) regions with \(a - b < 0\) have the potential for unstable sliding, where velocity-strengthening (VS) regions with \(a - b > 0\) generally slip aseismically unless forced by a dynamic rupture. Due to the increase in temperature with depth, friction transitions from VW to VS with increasing depth. This transition in frictional behavior may control the down-dip limit of ruptures; however, the experimental results of Mitchell et al. (2016), performed up to 600°C on granite, suggest that friction may remain VW to the depth of the BDT for most geotherms. In this case, the down-dip limit of ruptures would be determined by the BDT instead.

To set the depth dependence of \(a\) and \(b\), we use laboratory data for wet granite gouge from Blanpied et al. (1991, 1995), reproduced in Figure 3a. The wet granite data have been used extensively in earthquake cycle simulations (e.g., Rice, 1993; Lapusta et al.,
2000; Lapusta & Rice, 2003b; Kato, 2002; Lindsey & Fialko, 2016; Allison & Dunham, 2018). The data predict a shallow transition from VS to VW at about 100°C and a deeper transition back to VS at around 350°C; however, as our focus is on the behavior of the system at depth, we neglect the shallow transition. To assign depth dependence of frictional properties from temperature-dependent data, we use the ambient geotherm for a 60 km deep LAB. For simplicity, we use the same depth distribution of frictional properties for all simulations. We also neglect changes in frictional parameters as a result of the changes in temperature produced by shear heating. Since the fault exists through the entire depth of the model, we use linear extrapolation to assign values below the last data point, based on the theoretically expected linear dependence of $a$ on temperature (Rice et al., 2001). For $d_c$, laboratory data indicates that it is on the order of a few to tens of microns (e.g., Dieterich, 1979; Marone & Kilgore, 1993); however, to reduce the computational expense, we use $d_c = 10$ mm in the model with hydrostatic pore pressure. This corresponds to a 5 km nucleation zone, estimated as $h^* = \mu d_c/(\bar{\sigma}_n(b-a))$, at 12 km depth (the approximate depth of nucleation in elastic models with these parameters). We change $d_c$ to keep $h^*$ constant at this depth in models with elevated pore pressure. More details are provided in Supporting Information.

![Diagram](image1.png)

**Figure 3.** (a) Rate-and-state laboratory data for $a$ and $a-b$ for wet granite from Blanpied et al. (1991, 1995) shown as dots, and model parameters shown as solid lines. The data have been converted from temperature to depth using a the geotherm for a 60 km deep LAB. (b) Volume fractions for feldspar and olivine, smoothly transitioning across the Moho depth of 30 km. (c) Effective normal stress for varying pore pressure: $\lambda = 0.37$ (hydrostatic pore pressure), 0.6, and 0.8.

### 3 Results

We first illustrate the effects of shear heating and viscous flow on the earthquake cycle by presenting results from a representative viscoelastic earthquake cycle simulation with shear heating. Results from this simulation are compared with those from an otherwise identical viscoelastic simulation with no shear heating, in which temperature is fixed to the ambient geotherm, and an elastic simulation. Then, we present results from our steady-state simulations, which characterize many features of the system, such as
the depth of the BDT and the stress distribution through the lithosphere. We also discuss the relative contributions of frictional and viscous shear heating, showing that both are of roughly equal magnitude. Finally, we summarize results of a parameter-space study varying the ambient geotherm (i.e., LAB depth), pore fluid pressure ratio $\lambda$, and frictional shear zone width, exploring how these parameters control characteristics of the earthquake cycle and the BDT depth.

3.1 Representative Viscoelastic Cycle Simulation with Shear Heating

Figure 4. Comparison between elastic (top row), viscoelastic without shear heating (middle row), and viscoelastic with shear heating (bottom row) cycle simulations for a 50 km deep LAB, hydrostatic pore pressure, and $w = 1$ m. (a), (c), and (f) Cumulative slip, plotted in red every 1 s for coseismic slip and in blue every 10 years during the interseismic period. Shear heating shallows the earthquake cycle and the BDT. (d) and (g) Viscous strain $\gamma_{Vw}$ accumulated over one earthquake cycle. (b), (e), and (h) Partitioning of tectonic loading (grey) into coseismic slip (red), interseismic slip (blue), and bulk viscous flow (green, obtained by integrating $\gamma_{Vw}$ over horizontal lines at fixed depth). Also shown are the down-dip limit of the earthquake (black, solid) and depth of the BDT (black, dashed).

In this section, we summarize the results from a representative viscoelastic cycle simulation with shear heating with a 50 km deep LAB, hydrostatic pore pressure ($\lambda = 0.37$), and a $w = 1$ m wide frictional shear zone. Figure 4 compares the viscoelastic cycle simulation with shear heating with equivalent viscoelastic without shear heating and elastic simulations; additional details are given in Supporting Information (specifically, Figure S1). In the elastic simulation (Figures 4a and b) the depths of earthquake nu-
cleation and down-dip propagation are determined by the VW-VS transition. Deeper in the crust, tectonic loading is accommodated by frictional afterslip and interseismic fault creep. The depths of earthquake nucleation and down-dip propagation are the same in the viscoelastic simulation without shear heating (Figures 4c-e), and in fact the transition between coseismic and interseismic slip in the mid-crust is also very similar to that of the elastic simulation. This echoes results of our previous study (Allison & Dunham, 2018). In contrast, in the viscoelastic cycle simulation with shear heating (Figures 4f-h), coseismic slip is confined to shallower depths, because it is limited not by the transition in frictional properties but by the BDT.

In both viscoelastic simulations, tectonic loading in the lower crust is accommodated by off-fault viscous flow (Figures 4d and g). Viscous flow is concentrated near the fault at the depth at which fault slip ceases, and becomes more broadly distributed with depth. Shear heating produces only a slightly more localized shear zone, at least for the chosen parameters and rheology.

Comparing the cumulative slip plot for the viscoelastic cycle simulation with shear heating (Figure 4f), with that for the viscoelastic cycle simulation without shear heating (Figure 4c), it is evident that shear heating shallows the depth of earthquake nucleation and the down-dip limit of coseismic slip. However, the total coseismic slip per event is larger because the recurrence interval is larger.

Since these simulations are in a limit cycle, producing the same earthquake cycle periodically, the elastic strain in the system returns to the same level after each cycle (Savage & Prescott, 1978). Therefore, the tectonic loading displacement over one cycle is partitioned into coseismic and interseismic fault slip, and viscous flow:

$$\delta_{\text{co}} + \delta_{\text{int}} + \int_{-L_0}^{L_y} \gamma_{xy} dy = V_L T_{\text{rec}}$$  \hspace{1cm} (21)

where $\delta_{\text{co}}$ is the coseismic slip, $\delta_{\text{int}}$ is the interseismic slip, and $T_{\text{rec}}$ is the recurrence interval. Figures 4b, e, and h show the depth dependence of this partitioning. The solid black line shows a measure of the down-dip limit of coseismic slip, defined as the depth above which 98% of the total potency of the earthquake occurs. The dashed black lines show a measure of the depth of the BDT zone, defined as the depths between which 20% and 80% of the tectonic loading is accommodated by bulk viscous flow. In this case, the inclusion of shear heating shallows the BDT by about 5 km, causing it to overlap with the down-dip limit of coseismic slip, producing a 1.2-km-wide region in which one might find geologic evidence of both brittle and ductile deformation. This is discussed in greater detail in Section 3.3.

Figure 5 shows the thermal anomaly from shear heating, $\Delta T$. The thermal anomaly from frictional shear heating during the coseismic phase persists into the early postseismic period, lasting for about 1 month (Figure 5a-d). It is initially concentrated over distance $w$ from the center of the fault zone, then diffuses outward. Though the thermal anomaly produced by each earthquake is short-lived, a nonzero thermal anomaly persists through the interseismic period (Figure 5e); this is the cumulative effect of a long sequence of past earthquakes. Decreasing $w$ causes the maximum transient thermal anomaly to increase (Figure 5f), but we find that it is so short-lived and localized that $w$ has negligible impact on characteristics of the earthquake cycle, such as the recurrence interval, earthquake nucleation depth and down-dip limit, and BDT depth. For example, for the simulation with a 50 km LAB, $\lambda = 0.37$, and $w = 0.3$ m, the transient effect of shear heating is to drop the effective viscosity in the mid-crust (10-15 km depth) within 0.5 m of the fault to about $3 \times 10^{13}$ Pa s, which corresponds to a Maxwell time of 1000 s. This causes viscous strain to accumulate in this region over the period of 1 day, corresponding to an additional offset across the fault of 1.3 mm (only 0.025% of the total tectonic offset over the cycle). Simulations with larger $w$ produce smaller transient temperature rises.
Figure 5. Evolution of thermal anomaly for the viscoelastic cycle simulation with shear heating with a 50 km deep LAB, hydrostatic pore pressure, and \( w = 1 \) m. (a)-(d) Snapshots of the thermal anomaly within one year after the earthquake, showing that the thermal anomaly from frictional heat generation lasts for a very short period of time, relative to the recurrence interval, and is restricted to the middle crust between 10 and 15 km depth. (e) Corresponding average interseismic thermal anomaly. Note the change in x-axis from (a)-(d) to (e). (f) Maximum transient thermal anomaly increases as the frictional shear zone half-width \( w \) shrinks, with the maximum of the thermal anomaly from the steady-state model plotted (dashed) for reference.

3.2 Insight from Steady-State Results

In addition to viscoelastic cycle simulations with shear heating that resolve the transient slip dynamics (i.e., coseismic, postseismic, and interseismic phases), we also performed steady-state simulations in which fault slip velocity and off-fault viscous strain rates are constant in time (see Appendix A for details on the solution method). While this steady-state model is an approximation that neglects transient slip behavior like earthquakes, we find that it provides remarkably accurate predictions of the general lithospheric stress distribution, thermal anomaly, and heat flux. Therefore, in this section we use the steady-state model to explore the relative contributions of frictional and viscous shear heating to the thermal anomaly, and the effect of shear heating on the depth of the BDT.

The frictional shear zone half-width \( w \) has no impact on these results within the range of \( w \) considered, because \( w \) is much smaller than the characteristic length scales of the heat generation region.

Shear heating significantly weakens the root of the fault and shallows the BDT, as illustrated in Figure 6. Weakening in the lower crust is greatest for simulations with low pore pressure and the coolest background geotherm. The case with an LAB depth of 50 km and hydrostatic pore pressure is explored in more detail in Figure 7a. The total thermal anomaly \( \Delta T \) is shown in Figure 7d, and the portions of that anomaly produced by frictional and viscous shear heating (\( \Delta T_{\text{fric}} \) and \( \Delta T_{\text{visc}} \), respectively) are plotted in Figure 7e and f. This division is obtained by linearity of the heat equation, with \( \Delta T_{\text{fric}} \) and \( \Delta T_{\text{visc}} \) computed a posteriori from a simulation that includes both contributions. Both
contributions to the total thermal anomaly are of roughly similar magnitude, though they differ in spatial distribution. Frictional shear heating is most significant in the middle of the crust where the shear stress and slip velocity are both high. In contrast, $\Delta T_{\text{visc}}$ is concentrated at significantly greater depths because it is generated primarily at the depth of the BDT, where the viscous strain rate is highest. It also occurs over a broader spatial scale than frictional shear heating. Neglecting either frictional or viscous shear heating, resulting in the red and yellow curves in Figure 7a and the thermal anomaly plotted in Figure 7b and c, produces a smaller total thermal anomaly and therefore a deeper BDT. While the spatial distribution of the thermal anomalies produced by each source of shear heating are quite different, the shear stress profiles are relatively similar to each other, and quite different from the model which accounts for both sources. The effect of varying pore pressure on $\Delta T_{\text{fric}}$ and $\Delta T_{\text{visc}}$ is illustrated in the Supporting Information (Figure S2). Increasing pore pressure decreases $\Delta T$, $\Delta T_{\text{fric}}$, and $\Delta T_{\text{visc}}$; however, $\Delta T_{\text{fric}}$ decreases less rapidly than $\Delta T_{\text{visc}}$, and therefore constitutes a larger fraction of the total thermal anomaly for high pore pressures.

### 3.3 Parameter Space Study

In this section, we return to the results of our cycle simulations, summarizing the effects of shear heating on the depth of earthquake nucleation, the down-dip limit of co-seismic slip, and the BDT. Additional results concerning thermal energy are shown in the Supporting Information (Figure S3). We also include steady-state results for comparison when appropriate. Figure 8 compares results for viscoelastic simulations with and without shear heating, as a function of LAB depth and $\lambda$. Frictional shear zone width $w$ does not change any of these characteristics, and is held fixed at $w = 1$ m in the results to follow. The nucleation depth is the depth at which the slip velocity first reaches coseismic levels, defined as 1 mm/s, consistent with the cumulative slip plots. We calculate the BDT from the cycle simulation results as described in Section 3.1, and also calculate the BDT depth range from the steady-state results, using the same definition.
Figure 7. Results from steady-state model with an LAB at 50 km and hydrostatic pore pressure (all considered values of \( w \) produce these same results): (a) Shear stress on fault and its deep extension. (b)-(f) Thermal anomaly. (b) and (c) Thermal anomaly for simulations which include only frictional or viscous shear heating, respectively. (d) Total thermal anomaly for a simulation with both contributions to shear heating, and the portions of that anomaly which result from frictional and viscous shear heating are shown separately in (e) and (f). Frictional and viscous shear heating contribute relatively equally to the total thermal anomaly, and neglecting either one produces a much deeper BDT.

We also ran cycle simulations in which the transient effects of the cycles on the thermal anomaly were neglected, in which we used a time-independent temperature distribution taken from a corresponding steady-state simulation (thus accounting for the thermal anomaly but not its time evolution over the cycle). These simulations produced such similar results to the results with transient shear heating that they are not plotted here.

Turning now to our results, the BDT is much shallower for all viscoelastic simulations with shear heating than for corresponding simulations without shear heating. The viscoelastic simulations with shear heating all predict a BDT in the middle to lower crust, while many of the viscoelastic simulations without shear heating predict a BDT near or below the Moho. Additionally, for simulations with and without shear heating, the BDT becomes shallower for warmer geotherms (shallower LAB depths) and for decreasing pore pressure. Warmer geotherms lead to lower effective viscosity, and therefore a shallower BDT. Decreasing pore pressure leads to higher effective normal and shear stress on the fault, more heat generated by frictional shear heating, and thus a shallower BDT. The steady-state approximation for the BDT is quite accurate for most models, though it does predict a slightly deeper BDT for some of the viscoelastic simulations without shear heating with elevated pore pressure.

The depths of earthquake nucleation and down-dip propagation can be controlled by either the VW-VS transition on the fault, or the BDT. In the elastic simulations, there is no BDT, and therefore the VW-VS transition determines both depths. The viscoelastic simulations without shear heating produce very similar earthquake nucleation and down-dip propagation depths to the elastic simulations, indicating that these depths are also controlled by the VW-VS transition. In contrast, in the viscoelastic simulations with shear heating the down-dip coseismic slip limit is sometimes determined by the BDT rather than the VW-VS transition. For the parameters we consider, earthquakes never prop-
Figure 8. Comparison between earthquake nucleation depth (red circles), down-dip slip limit (blue triangles), and BDT depth range (yellow filled regions) for viscoelastic cycle simulations without (top row) and with (bottom row) shear heating. Also shown are estimates of the BDT from steady-state results (black lines).

agate all the way through the BDT. Therefore, when the BDT in the viscoelastic simulations with shear heating occurs above the down-dip coseismic slip limit in the elastic simulations, coseismic slip is limited to shallower depths. The same applies to earthquake nucleation, which always occurs above the BDT. Thus, viscoelastic simulations with shear heating with higher $\lambda$ and shallower LAB depths have shallower BDTs, and as a consequence shallower earthquakes.

We also find that the recurrence interval of the viscoelastic simulations with and without shear heating sometimes differs from that of the equivalent elastic simulations. For the viscoelastic simulations without shear heating, slow slip events occur between the large earthquakes in some parts of parameter space (slow slip events do not occur
in the elastic simulations), and in these cases the recurrence interval is increased by as much as 20 years. For viscoelastic simulations with shear heating, the recurrence interval changes by tens to hundreds of years, with the largest changes occurring for low $\lambda$ where $\Delta T$ is largest; however, for some parameter choices, the recurrence interval is decreased while for others it is increased. For example, in Figure 4c, the recurrence interval is about 100 years longer. We speculate that this effect is caused by a change in the way remote loading is translated into loading of the seismogenic zone by deep viscous flow and/or aseismic slip. Alternatively, changes in the effective seismogenic zone extent, relative to the earthquake nucleation length, can influence recurrence interval dynamics by the introduction or suppression of smaller ruptures (Cattania, 2019).

These results show that the inclusion of viscoelastic deformation can impact the behavior of the seismogenic zone, such as nucleation depth and down-dip slip limit of coseismic slip, but only when the BDT is shallow enough that appreciable viscous flow occurs above the VW-VS transition. This explains why previous work on rate-and-state cycle simulations in viscoelastic solids by Kato (2002) and Allison & Dunham (2018) found that characteristics of the behavior of the seismogenic zone were not impacted by the inclusion of viscoelastic deformation at depth. The geometry of an elastic layer over a viscoelastic half-space used in Kato (2002) did not allow any overlap between the seismogenic zone, which was confined within the elastic layer, and the deeper viscoelastic half-space. And the simulations in Allison & Dunham (2018) were in a part of parameter space in which the BDT was much deeper than the seismogenic zone because shear heating was not included, as in the viscoelastic simulations without shear heating shown in this study.

The temperatures which correspond with the depths plotted in Figure 8 are shown in Supporting Information (Figure S4). The steady-state approximation for the BDT is again quite accurate. Additionally, the viscoelastic simulations with shear heating consistently place the BDT at about 550–600°C. This is the temperature range in which, for strain rates between $10^{-14}$–$10^{-12}$ s$^{-1}$, the viscous strength of feldspar becomes weaker than the frictional strength of the fault, shown in Figure 9. The viscoelastic simulations without shear heating place in the BDT in the same 550–600°C range when it occurs within the crust. These simulations place the BDT at a much higher temperature when it occurs in the mantle because olivine has a larger dislocation creep activation energy than feldspar, and a correspondingly higher BDT temperature.

### 3.4 Surface Heat Flux

Our model makes predictions of surface heat flux $q$, permitting comparison to measurements. In Figure 10, we compare our steady-state surface heat flux predictions with measurements for the creeping section of the San Andreas, near Parkfield (Fulton et al., 2004). As expected, the magnitude of the predicted anomaly in $q$ near the fault is smaller for cooler ambient geotherms and elevated pore pressures. The ambient geotherm in this region is best represented by our geotherms for LAB depths of 50 and 60 km (Sass et al., 1997). There is a large amount of scatter in the data; however, it is clear that of the simulations with both frictional and viscous shear heating considered here, only those with substantially elevated fluid pressure ($\lambda = 0.8$) can be considered consistent with the data.

Elevated pore pressure has been suggested as a solution to the stress-heat flow paradox before (e.g., Byerlee, 1990; Rice, 1992; Tembe et al., 2009; Fulton & Saffer, 2009). A number of alternative solutions for the paradox have also been proposed, however. In particular, dynamic weakening reduces coseismic frictional heat generation, and can reduce the cycle-averaged thermal anomaly from frictional shear heating by allowing faults to operate at lower background stress levels (Lapusta & Rice, 2003a). Our simulations suggest that a weaker fault will also lead to smaller stresses in the off-fault material, and
Figure 9. Comparison between shear stress on fault and predicted shear stress assuming a constant reference strain rate, for simulations with a 50 km deep LAB and hydrostatic pore pressure.

Figure 10. Comparison between surface heat flux simulation results (lines) and data (red points). (a) - (c) show results from simulations with both frictional and viscous shear heating. (d) - (f) show results from simulations with only viscous shear heating. Red points are measurements of heat flux as a function of distance from the San Andreas Fault, from Fulton et al. (2004). For the simulation results, the ambient geotherm determines the background heat flux far from the fault. Elevated pore pressure significantly reduces the magnitude of the anomaly near the fault.
to a smaller thermal anomaly from viscous shear heating as well. As a rough proxy for the effect of dynamic weakening on frictional shear heating, neglecting its effects on the long-term strength of the fault, we also consider simulations in which only viscous shear heating is included, and frictional shear heating is neglected, in the bottom row of Figure 10. Because the thermal anomaly from viscous shear heating is relatively deep, the magnitude of the peak in surface heat flux near the fault is smaller than the scatter in the data. This suggests that, for simulations which do not produce clearly excessive heat flux near the fault, whether through the inclusion of elevated pore pressure, dynamic weakening, or another mechanism, it would be quite difficult to differentiate between models with surface heat flux data alone.

4 Discussion

4.1 Magnitude and Significance of Shear Heating

In this study, we quantified the effects of both frictional and viscous shear heating. Frictional shear heating produces transient changes in temperature in the mid-crust in the coseismic and postseismic period, which for small shear zone widths \( w \) can reach hundreds of degrees Celsius. But most results are insensitive to these temperature changes, as a result of the short lifespan and limited spatial extent of the transient temperature rise. Additionally, features like the interseismic thermal anomaly and the depth of the BDT are well-characterized by a steady-state approximation, in which the effects of earthquake cycles are approximated with time-independent slip velocity and viscous strain rates. Furthermore, cycle simulations which use the steady-state thermal anomaly and neglect transient shear heating effects all together produce very similar system behavior to those which include the transient effects, at a significant reduction in computational cost. These results demonstrate that viscous flow of the transiently thermally weakened region immediately around the fault is unlikely to contribute to early postseismic deformation, or be misinterpreted as afterslip.

We find that the steady-state thermal anomaly peaks in the mid-crust at 70–200 °C, with contributions from both frictional and viscous shear heating. Our findings for the magnitude and spatial distribution of the total thermal anomaly results are broadly consistent with those of Lambert & Barbot (2016a) and Zhang & Sagiya (2017), who found that the total thermal anomaly peaks in the middle of the seismogenic zone at 120 °C and 219 °C, respectively. Previous work which included only viscous shear heating predict widely differing magnitudes of the expected thermal anomaly, with some predicting an anomaly on the order of 1–10 °C (Lyzenga et al., 1991; Savage & Lachenbruch, 2003), essentially negligible, and others predicting an anomaly in the range of 150–200 °C (Thatcher & England, 1998; Leloup et al., 1999; Takeuchi & Fialko, 2012; Moore & Parsons, 2015). Our results are most consistent with the latter models. We attribute the differences with Lyzenga et al. (1991) to their use of a much weaker viscous flow rheology that placed the BDT around 7 km depth, shallower than in our model, and much smaller (by about a factor of 20) heat production at a given stress level. Savage & Lachenbruch (2003) utilized a much smaller friction coefficient, which if set to 0.6 would produce a comparable thermal anomaly to ours.

Comparison with observations of surface heat flux is one test of the results presented here. We find that, for the simulations considered, substantially weakened faults (in our simulations, weakening results from elevated pore pressure) are necessary for the predicted surface heat flux to be comparable with data from the Parkfield region of the San Andreas. This result could be impacted by a number of additional mechanisms and model parameter choices. Regional variations in composition, degree of magmatic underplating, the passage of the triple junction and slab window, and the opening of a nearby rift like in Salton Trough, might lead to differences from our model predictions (e.g., Fulton & Saffer, 2009; Liu et al., 2012; Han et al., 2016; Neumann et al., 2017; Thatcher...
Additionally, dynamic weakening can reduce the background stress in the seismogenic zone, reducing the heat generated by frictional shear heating and therefore reducing the thermal anomaly and predicted surface heat flux. Our models suggest that a weaker seismogenic zone would also produce lower stresses in the off-fault material, decreasing the heat generated by viscous shear heating as well. It would be straightforward to investigate the effects of dynamic weakening by changing the form of rate-and-state friction used here to include flash heating or by extending the model to include thermal pressurization (Rice, 2006; Noda et al., 2009; Noda & Lapusta, 2010).

Our predictions for the thermal anomaly might ideally be compared with geologic indicators of viscous shear heating in exhumed shear zones. Arguably the most compelling of these comes from granulite and eclogite facies rocks of the North Davenport shear zone, a strike-slip system in dry, strong, continental crust in the Musgrave Block, Australia. Camacho et al. (2001) infer a thermal anomaly of \(\sim 200 \, ^\circ \text{C} \) (in eclogite facies at approximately 1.2 GPa pressure) in the shear zone relative to the country rock 1 km away. The thermal anomaly is inferred by radiometric dating from differences in closure ages during exhumation (with the initially hotter shear zone having a younger closure age than the country rock) and a heat conduction model to describe cooling during exhumation. This thermal anomaly is larger than predicted by our models at the relevant depths near the LAB. We note, however, that they attribute the thermal anomaly to viscous shear heating acting over a relatively short time, 0.03 – 0.3 Ma, which is too short for the steady-state assumptions made in this paper to apply.

Shear heating has also been suggested as an explanation for inverted metamorphic sequences around faults (England, 1993). Specifically, some have attributed higher-grade metamorphism within the thermal anomaly from viscous shear heating (Leloup & Kienast, 1993; Leloup et al., 2001). However, it is unclear if shear heating is sufficiently large to explain the metamorphism (Gilley et al., 2003), and some alternative geologic interpretations suggest that metamorphism preceded the onset of shearing (Searle et al., 2010). This subject remains quite controversial (Leloup et al., 2007; Kidder et al., 2013).

### 4.2 Fault and Ductile Shear Zone Structure

Our results are broadly consistent with observations of the structure of strike-slip faults and their ductile roots. However, several assumptions are required to connect our simulations to geological structures like mylonite zones. Mylonites are characterized by reduced grain size and shear deformation fabrics, produced by dynamic recrystallization during viscous flow (Warren & Hirth, 2006; Platt & Behr, 2011). Our simulations predict viscous flow, but it is an ongoing effort to add grain size evolution (and grain-size sensitive flow laws like diffusion creep) to earthquake sequence simulations (Allison & Montesi, 2020). For this discussion, we assume a correspondence between viscous flow and mylonite structures. All of our simulations predict a shear zone that is a few kilometers wide in the lower crust, which is comparable to the width of the exhumed mylonite zone from the middle and lower crust beneath the Alpine Fault (Norris & Cooper, 2003; Norris & Toy, 2014) and the Salzach–Ennstal–Mariazell–Puchberg Fault (Rosenberg & Schneider, 2008). This is much narrower than the tens of kilometers spanned by major exhumed mylonite zones (Bell, 1978; Berthe et al., 1979; Weijermars, 1987; Camacho et al., 1995; Hammer, 1988), supporting the hypothesis that these shear zones developed beneath a complex of multiple faults (Norris & Cooper, 2003).

Our simulations explore the relationship between the down-dip limit of coseismic slip in seismogenic earthquakes and the depth of the BDT. Our viscoelastic simulations without shear heating, with the exception of those with a 40 km deep LAB (which is shallower than observed in much of southern California (Lekic et al., 2011)), predict a very deep BDT, such that there is no overlap between coseismic slip and appreciable viscous flow. This is consistent with our findings in Allison & Dunham (2018) (which use a less
mafic composition for the crust), and matches the structure (elastic layer containing a fault over a viscoelastic half-space) assumed in related studies (Kato, 2002; Lambert & Barbot, 2016a). In contrast, all of our viscoelastic simulations with shear heating predict a shallow BDT in the mid-crust, and those with \( \lambda < 0.8 \) predict a zone in the mid-crust in which coseismic slip and viscous flow both occur. Thus, we find our viscoelastic simulations with shear heating are consistent with observations of faults which root in shear zones in the lower crust (Klosko et al., 1999; Molnar, 1999; Weber et al., 2004; Wilson et al., 2004), and many are consistent with observations of zones in which both viscous flow and coseismic slip occur (Vissers et al., 1997; Sibson & Toy, 2006; Lin et al., 2005; Cole et al., 2007; Griffith et al., 2008; Frost et al., 2011; White, 2012; Kirkpatrick & Rowe, 2013).

In all our simulations, we held the frictional transition from VW-VS fixed at 16 km depth regardless of the background geotherm and thermal anomaly. If instead the VW-VS transition was held at 350 °C and allowed to vary in depth and time, the nucleation depth and down-dip limit of earthquakes might be controlled by the VW-VS transition rather than the BDT for all simulations. On the other hand, recent experimental data shows that Westerly granite can remain VW up to at least 600 °C (Mitchell et al., 2016). In this case, the BDT would serve as the limit for both earthquake nucleation and down-dip coseismic slip.

For some faults, such as the San Jacinto, the Newport-Inglewood, and parts of the San Andreas, deformation remains highly localized all the way to the Moho (Lemiszki & Brown, 1988; Henstock et al., 1997; Zhu, 2000; Vauchez & Tommasi, 2003; Lekic et al., 2011; Miller et al., 2014; Inbal et al., 2016). This might indicate that the fault persists to the mantle (e.g., Shelly, 2010; Inbal et al., 2016) and the BDT occurs below the Moho, corresponding perhaps to the behavior predicted by our simulations without shear heating and with the coolest geotherms and/or elevated pore pressure. Alternatively, the ductile shear zone in the lower crust may be highly localized, a structure which is not predicted by any of our simulations. Our model predicts shear zones of about 1–5 km width in the lower crust and uppermost mantle, and we find that the width of the shear zone changes little with the inclusion of shear heating, consistent with results in Zhang & Sagiya (2017), and with scaling arguments in Montési & Zuber (2002), Montési (2013), and Moore & Parsons (2015). Significantly localized ductile shear zones would seem to require additional weakening mechanisms, such as foliation and fabric development (Bercovici & Karato, 2002; Montési, 2013).

5 Conclusions

In conclusion, we have developed a numerical method for simulating earthquake cycles with rate-and-state fault friction and off-fault power-law viscoelasticity, accounting for temperature evolution through a fully coupled thermomechanical framework. We investigated the interaction between the seismogenic zone, interseismic fault creep, and bulk viscous flow in the context of a continental strike-slip fault. We considered a range of ambient geotherms, parameterized by the lithosphere-asthenosphere boundary depth, hydrostatic or elevated pore fluid pressures along the fault, and frictional shear zone widths ranging over two orders of magnitude. We found that the transient temperature changes from shear heating can be neglected, and that model results such as the interseismic thermal anomaly and depth of the BDT are well-characterized by a steady-state approximation. Additionally, we find that both frictional and viscous shear heating contributed significantly to the total thermal energy of the system, and neither can be neglected.

We find that contributions to the thermal anomaly from frictional and viscous shear heating are of roughly equal magnitude, though the contribution from viscous shear heating is generally deeper and more broadly distributed. Frictional shear heating produces transient changes in temperature in the mid-crust in the coseismic and postseismic pe-
period, which for small frictional shear zone widths can reach hundreds of degrees Celsius. But most results are insensitive to these temperature changes, as a result of the short lifespan and limited spatial extent of the transient temperature rise. Additionally, features like the interseismic thermal anomaly and the depth of the BDT are well-characterized by a steady-state approximation, in which the effects of earthquake cycles are approximated with time-independent slip velocity and viscous strain rates. And in fact, cycle simulations which use the steady-state thermal anomaly and neglect transient shear heating effects all together produce very similar results to those which include the transient effects, at a significant reduction in computational cost.
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Appendix A  Spin-up Procedure and Steady-State Solution using a Fixed Point Iteration Method

Earthquake cycle simulations typically must be spun up over many earthquake cycles to achieve system behavior that is independent of the selection of initial conditions (e.g., Takeuchi & Fialko, 2012; Allison & Dunham, 2018). For the parameters considered in this study, the cycle simulations ultimately reach a limit cycle, and all results reported pertain to this spin-up state. Spinning up viscoelastic earthquake cycle simulations with shear heating through brute force time integration is computationally infeasible due to the magnitude of the timescales involved.

There are two timescales relevant to the spin-up process. One is the timescale for the diffusion of heat,

\[ T_{th} = \frac{L^2}{\alpha_{th}}, \quad (A1) \]

where \( L \) is the maximum length scale of interest, say the seismogenic zone thickness; taking \( L \approx 20 \text{ km} \) we estimate \( T_{th} \approx 12 \text{ Ma} \). The second is the Maxwell time,

\[ T_{Max} = \frac{\eta_{eff}}{\mu}, \quad (A2) \]

which varies by many orders of magnitude with depth, but can be as large as 1 Ma in the lower crust far from the ductile shear zone. These timescales are both so large that it is not computationally feasible to spin the system up through direct simulation of tens of thousands of earthquake cycles, so we have created a fixed point iteration method to solve for steady-state conditions (such as the steady-state shear stress, viscous strain rates, and temperature) which can be used as initial conditions for a cycle simulation. The steady state solution then serves as an initial condition for cycle simulations. This approach considerably shortens the spin-up time needed, though we find that even when starting from the steady-state solution, the cycle simulation must still be integrated through 50-100 earthquake cycles to reach the limit cycle solution in which elastic strain does not increase across successive cycles.

See Supporting Information (Figures S5 and S6) for a comparison between steady-state and cycle-averaged results.

Here we provide more details on the steady state solution method. We define steady state as when the elastic strain rates, and hence stress rates, are zero,

\[ \dot{\sigma}_{xy} = 0, \quad \dot{\sigma}_{xz} = 0, \quad (A3) \]

or, equivalently, when viscous strains and particle displacements increase linearly with time,

\[ \gamma_{xy} = \dot{\gamma}_{xy}^V t + \gamma_{xy}^0, \quad (A4) \]

\[ \gamma_{xz} = \dot{\gamma}_{xz}^V t + \gamma_{xz}^0, \quad (A5) \]

\[ u = vt + u_0, \quad (A6) \]

where \( \gamma_{xy}^0, \gamma_{xz}^0 \), and \( u_0 \) are the initial viscous strains and displacement, respectively, and \( v = \partial u/\partial t \) is the particle velocity. Combining (A4)-(A6) with Hooke’s law (2), produces

\[ \sigma_{xy} = \mu \left( \frac{\partial u_0}{\partial y} - \gamma_{xy}^0 \right), \quad \sigma_{xz} = \mu \left( \frac{\partial u_0}{\partial z} - \gamma_{xz}^0 \right). \quad (A7) \]

We set \( u_0 = 0 \) without loss of generality, resulting in

\[ \sigma_{xy} = -\mu \gamma_{xz}^0, \quad \sigma_{xz} = -\mu \gamma_{xy}^0. \quad (A8) \]

Combining Hooke’s law (2) and the power-law viscous flow law (3) with Equation (A3) results in

\[ \sigma_{xy} = \eta_{eff} \frac{\partial v}{\partial y}, \quad \sigma_{xz} = \eta_{eff} \frac{\partial v}{\partial z}. \quad (A9) \]
and
\[ \dot{\gamma}_{xy} = \frac{\partial v}{\partial y}, \quad \dot{\gamma}_{xz} = \frac{\partial v}{\partial z}. \] (A10)

Using this result, the momentum balance equation (1) can be expressed in terms of \( v \) as
\[ \frac{\partial}{\partial y} \left( \eta_{\text{eff}} \frac{\partial v}{\partial y} \right) + \frac{\partial}{\partial z} \left( \eta_{\text{eff}} \frac{\partial v}{\partial z} \right) = 0, \] (A11)
subject to the boundary conditions
\[ \sigma_{xy}(0, z) = \eta_{\text{eff}} \frac{\partial v}{\partial y} \bigg|_{y=0} = \tau_{ss}, \] (A12)
\[ v(L_y, z) = V_L/2, \] (A13)
\[ \sigma_{xz}(y, 0) = \eta_{\text{eff}} \frac{\partial v}{\partial z} \bigg|_{z=0} = 0, \] (A14)
\[ \sigma_{xz}(y, L_z) = \eta_{\text{eff}} \frac{\partial v}{\partial z} \bigg|_{z=L_z} = 0, \] (A15)
where \( \tau_{ss}(V) \) is the steady-state shear stress on the fault.

We assume steady-state friction to evaluate \( \tau_{ss}(V) \), but note that the steady-state slip velocity \( V \) is not necessarily equal to the loading velocity \( V_L \) (because viscous strain can also accommodate tectonic displacement), and must be determined as part of the solution to the steady-state problem. This formulation neglects the transient effects of earthquakes, providing an approximation to the cycle-averaged frictional strength of the fault. See Supplemental Information (Figure S6) for an illustration of this approximation. To solve for \( \tau_{ss} \), we use the method described in Allison & Dunham (2018) to integrate Equations (1)-(4) (the viscoelastic momentum balance equation), (11)-(10) (boundary conditions), and the rate-and-state expression for \( \tau_{ss}(V) \) until \( \tau_{ss}(V) \) and \( V \) cease to change appreciably.

Given \( \tau_{ss}(V) \), Equations (A9)-(A15) are a nonlinear set of equations for the steady-state effective viscosity, stresses, viscous strains, and viscous strain rates. We solve these equations using a fixed point iteration method, illustrated in the green box in Figure A1. First guess an initial effective viscosity \( \eta_{\text{eff}}^i \), and use it to solve Equations (A9)-(A15). Then compute a new effective viscosity \( \eta_{\text{eff}} \) using Equation (4). Finally, compute an update for effective viscosity
\[ \eta_{\text{eff}}^{i+1} = \alpha \eta_{\text{eff}}^i + (1 - \alpha) \eta_{\text{eff}}^i, \] (A16)
where \( \alpha \) is a damping factor, and \( 0 < \alpha \leq 1 \). If \( \alpha \) is too large, the fixed point method may not converge to a steady-state effective viscosity. We find that \( \alpha = 0.2 \) works well for the parameters considered in this paper. We also find that Equations (A11)-(A15) produce a poorly conditioned linear system, due to the wide range of values taken by \( \eta_{\text{eff}} \), spanning many orders of magnitude. To remedy this, we impose a ceiling on the effective viscosity, \( \eta_{\text{max}} = 10^{26} \text{ Pa s} \), using the harmonic average
\[ \eta_{\text{eff}}^{-1} = \eta_{\text{dis}}^{-1} + \eta_{\text{max}}^{-1}, \] (A17)
where \( \eta_{\text{dis}} \) is the effective viscosity resulting from dislocation creep in Equation (4). We find that varying \( \eta_{\text{max}} \) over 3 orders of magnitude does not change our results for the steady-state shear stress on the fault and its deep extension, nor the steady-state thermal anomaly.

Given the steady-state shear stress and effective viscosity, the steady-state temperature perturbation can be computed from
\[ \frac{\partial}{\partial y} \left( k \frac{\partial \Delta T_{ss}}{\partial y} \right) + \frac{\partial}{\partial z} \left( k \frac{\partial \Delta T_{ss}}{\partial z} \right) + Q_{\text{visc}} + Q_{\text{fric}} = 0 \] (A18)
with the previously stated boundary conditions. We also use a damping factor $\beta$ to update the temperature perturbation

$$\Delta T_{ss}^{j+1} = \beta \Delta T_{ss} + (1 - \beta) \Delta T_{ss}^j.$$  \hfill (A19)

We find that convergence of the overall fixed point system is more sensitive to $\beta$ than $\alpha$, and use $\beta = 0.15$.

![Figure A1. Illustration of the fixed point iteration method used to compute the steady-state solution.](image)
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1. Numerical Method
The discretization of the governing equations is a straightforward extension of previous work. We employ the Cartesian grid finite difference method developed by Erickson & Dunham (2014) and Allison & Dunham (2018) to solve the static elasticity and heat equations, both on the same grid. We select the along-fault grid spacing to resolve the nucleation length (e.g., Ruina, 1983; Rice, 1983, 1993; Rice et al., 2001),

\[ h^* = \frac{\mu d_c}{\sigma_n (b - a)} \] (1)

and the cohesive-zone size (Dieterich, 1992; Ampuero & Rubin, 2008),

\[ L_b = \frac{\mu d_c}{\sigma_n b}, \] (2)

which is generally smaller than \( h^* \). In the fault-normal direction, we must resolve thermal boundary layers near the fault, the width of which will be no larger than \( w \). Therefore, we use a grid spacing of \( L_b/4 \) in the \( z \)-direction in the seismogenic zone, and \( w/5 \) in the \( y \)-direction near the fault, with aggressive grid stretching outside of this region.

We next explain time stepping. We utilize the explicit Runge–Kutta algorithm with adaptive time-step selection described in Allison & Dunham (2018) to update slip, state variable, and viscous strains. However, stiffness of the heat equation requires implicit time-stepping for efficiency. To handle this, we use operator splitting, updating temperature in the heat equation with backward Euler after each full adaptive step.

Specifically, during each adaptive Runge–Kutta time step from time \( t^n \) to \( t^{n+1} = t^n + \Delta t \), temperature is held fixed at \( \Delta T^n \) while solving for slip \( \delta^{n+1} \), state \( \psi^{n+1} \), and the viscous strains \( \dot{\gamma}_{xy}^{n+1} \) and \( \dot{\gamma}_{xz}^{n+1} \). We then compute the stresses at \( t^{n+1} \), and the flow law provides the viscous strain rates \( \dot{\gamma}_{xy}^{n+1} \) and \( \dot{\gamma}_{xz}^{n+1} \). Then, these fields are held fixed and used to compute the shear heating source term \( Q^{n+1} \) when solving for \( \Delta T^{n+1} \).

2. Stresses
The similarities and differences between these three simulations featured in Figure 4 can also be seen in the temporal evolution of shear stress on the fault and its deep extension, plotted in Figure S1. In the upper crust, the shear stress is very similar in all three simulations, because the off-fault material is effectively elastic and stress is limited by the frictional strength of the fault. At greater depths, around 23 km in the viscoelastic simulation without shear heating and 15 km in the viscoelastic simulation with shear heating, the viscoelastic material becomes much weaker than the frictional strength of the fault, resulting in a much weaker shear stress than in the elastic simulation.

3. Influence of Pore Pressure on Contributions to Shear Heating
Figure S2 explores the influence of pore pressure, parametrized through \( \lambda \), on the thermal anomaly.

4. Thermal Energy
One way of summarizing the results of our parameter space search is to integrate the thermal anomaly times the heat capacity over the domain, producing the thermal energy per unit length \( \theta \). As shown in Figure S3, the total thermal energy increases with deeper LAB depths. It also decreases slightly with increasing pore pressure, but this is a much smaller effect. Also, for all the parameters considered, both frictional and viscous shear heating contribute substantially to the total thermal energy in the system, with viscous shear heating constituting more than half the total (except for the simulation with a 70 km deep LAB and \( \lambda = 0.8 \)).
Figure S1. Comparison of the temporal evolution of shear stress on the fault and its deep extension in elastic, viscoelastic without shear heating, and viscoelastic with shear heating cycle simulations, for an LAB of 50 km and hydrostatic pore pressure. (a), (c) and (e) First 20 s of the coseismic period, with contours plotted every 5 s. (b), (d) and (f) Interseismic period with contours plotted every 50 years.

\[ \Delta T = \Delta T_{\text{fric}} + \Delta T_{\text{visc}} \]

\( \lambda = 0.37 \)

\( \lambda = 0.6 \)

\( \lambda = 0.8 \)

Figure S2. Comparison of \( \Delta T \) and its components \( \Delta T_{\text{fric}} \) and \( \Delta T_{\text{visc}} \), as a function of \( \lambda \), for a simulation with a 50 km deep LAB.

5. Temperatures of Various Transitions

The temperatures which correspond with the depths plotted in Figure 8 are shown in Figure S4.

6. Comparison of Steady-State and Cycle-Averaged Results

Figures S5 and S6 compare steady-state and cycle-averaged results.
Figure S3. Total thermal energy $\theta$ (purple), portion of total thermal energy contributed by frictional $\theta_{\text{fric}}$ (yellow, solid lines) and viscous $\theta_{\text{visc}}$ (red, solid lines) shear heating, total energy from simulations with only frictional shear heating (yellow, dashed lines), and total energy from simulations with only viscous shear heating (red, dashed lines), as a function of LAB depth and pore pressure.
Figure S4. Comparison between the temperatures of earthquake nucleation (red circles), the down-dip limit of coseismic slip (blue triangles), and the BDT temperature range (yellow filled regions) for simulations with and without shear heating. For the viscoelastic simulations with shear heating, the average interseismic temperature is used. Also shown are estimates of the BDT temperatures from steady-state results (black lines).
Figure S5. Comparison between steady-state and cycle-averaged results: thermal anomaly (a and b), and effective viscosity (c and d). Results are for a 50 km deep LAB and hydrostatic pore pressure.

Figure S6. The steady-state shear stress on the fault and its deep extension (black) shows good agreement with the interseismic shear stress (blue) for a viscoelastic cycle simulation with shear heating, with a 50 km deep LAB and $\lambda = 0.37$. Also shown, for reference, is the shear stress for rate-and-state friction assuming the fault is sliding at the tectonic loading velocity (red).
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