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Abstract Fluid perturbations play a pivotal role in triggering earthquakes. However, the role of fluid in the coseismic rupture process remains largely unknown. To this end, we develop a 2-D fully dynamic spontaneous rupture model for fluid-induced earthquakes. The effect of fluid in the preseismic quasi-static regime is modeled as either pore pressure diffusion or fully coupled poroelasticity, using our Jin and Zoback (2017, https://doi.org/10.1002/2017JB014892) computational model. The two approaches lead to radically different predictions on the time of earthquake nucleation. Correspondingly, the evolved fluid pressure or poroelastic stress on the fault, together with the spatially altered density of the fluid-saturated hosting rock, is passed to the dynamic regime. Under the assumption of an undrained coseismic fluid-solid system, we discretize the fully dynamic Cauchy equation of motion subjected to an exact fault contact constraint using a split-node finite element method in space and an implicit Newmark family finite difference method in time. Within each time step, a fully implicit Newton-Raphson scheme is implemented iteratively for linearizing the fully discrete equations. Within each Newton iteration, a physics-based and nonstationary preconditioner is designed to accelerate the convergence of the selected generalized minimal residual method iterative linear solver. The effect of fluid is highlighted throughout the discretization and computational procedures. Finally, by conducting a numerical experiment, we illustrate that a fully coupled poroelastic model can lead to significantly different predictions on coseismic rupture behaviors and wavefields compared to a decoupled model. Our computational model can also serve as one of the earliest full-physics modeling tool for fluid-induced earthquakes.

1. Introduction

It is widely recognized that earthquakes over a wide range of scales have been induced by fluid injection into (or removal from) the subsurface. Thorough reviews are available on cases related to waste water disposal and hydraulic fracturing (Ellsworth, 2013), hydrocarbon extraction (Suckale, 2009), geothermal reservoir stimulation (Majer et al., 2007), and CO2 sequestration (Zoback & Gorelick, 2015).

Given the orientation and the static frictional strength of a preexisting fault embedded within a fluid-filled porous medium subjected to a full in situ stress tensor, the mechanism of fluid inducing earthquakes is controlled by how the fluid overpressure alters the solid stress on the fault. There are currently two approaches to resolve this fluid effect. The first approach considers a fluid–solid decoupled process, in which the normal stress on the fault decreases by the amount of fault zone pressure according to the well-known Terzaghi effective stress law, whereas the shear stress on the fault remains constant (e.g., Byerlee, 1978; Mukhira et al., 2017; Scuderi & Collettini, 2016; Walsh & Zoback, 2016). Interestingly, seismicity has been observed outside the region subjected to direct fluid perturbations (e.g., Megies & Wassermann, 2014; Stark & Davis, 1996; Yeck et al., 2016). Even within the perturbed region, pressure depletion sometimes also induces seismicity (Zoback & Zinke, 2002). Such observations motivate the use of a second approach that considers a fluid-solid coupled process and is typically discussed in the framework of Biot’s theory of linear poroelasticity (Biot, 1941; Wang, 2000). Some classic configuration-specific analytical solutions of pressure and stress have been derived for studying earthquake triggering in response to fluid perturbations in an isotropic, homogenous, and linearly elastic porous medium (Altmann et al., 2014; Segall, 1985; Segall & Fitzgerald, 1998; Segall et al., 1994; Segall & Lu, 2015). There is also an increasing body of hypothetical or site-specific numerical case studies of earthquake triggering (e.g., Chang & Segall, 2016a, 2016b; Chang & Segall, 2017; Deng et al., 2016; Fan et al., 2016; Murphy et al., 2013; Zbinden et al., 2017). At a smaller scale,
numerical studies on fluid-induced microseismicity, typically motivated by the stimulation of hydrocarbon and geothermal reservoirs, have been reported. The same idea is used: the fluid effect is resolved, in either decoupled or coupled manners, and the grid-wise stress state is used to determine the occurrence of a microseismic event (e.g., Baisch et al., 2010; Maillot et al., 1999; Wassing et al., 2014). Such modeling can provide a synthetic microseismic catalog containing event source time, location, and even stress drop and moment magnitude, which offers some insights into event spatial-temporal and statistical characteristics and their relation to model inputs (Goertz-Allmann & Wiemer, 2012). The synthetic catalog can also be compared against laboratory and field observations for calibration of model physics, including, for example, medium rheology (Heinze et al., 2015), effects of stress transferring (Catalii et al., 2016; Rinaldi & Nespoli, 2017), and effects of poroelastic coupling (Riffault et al., 2016).

The above studies, regardless of the scale of induced seismicity, are concerned with the preseismic quasi-static triggering process only. Fault slip is not modeled (except for Maillot et al. (1999)), in part due to the fact that these models are cast in a continuum framework: faults are represented either implicitly as stochastic properties or explicitly as equal-dimensional entities with a rheology different from the hosting rock. To capture fault slip of an induced earthquake, one needs to build numerical tools capable of handling discontinuities. An emerging alternative to traditional approaches is to model the medium as individual particles bonded together at points of contact. This approach naturally accommodates arbitrary geometries of discontinuities at a microscale; the governing laws are typically discretized and solved using the popular Particle Flow Code (Itasca Consulting Group, 1999). This technique was initially employed to simulate microseismicity in dry brittle rocks (Hazzard & Young, 2004) and then extended to study fluid-induced microseismicity (Raziperchikolae et al., 2014; Yoon et al., 2014; Zhao & Young, 2011). Compared to the previously mentioned modeling, this technique provides additional information on source mechanisms like seismic moment tensors.

In the above class of models, however, the fault slip is given as a static solution, and its calculation does not involve fault friction. As a step forward, a model has recently been proposed that considers both fluid perturbations and slip on explicit faults with constant friction; an extended finite volume method is developed for space discretization of both the fluid and the solid (Deb & Jenny, 2017a; Deb & Jenny, 2017b). Unfortunately, the evolving fault frictional strength (such as slip weakening or rate-and-state friction) is not included. To this end, a handful of physically more representative models of induced earthquakes have been developed by considering fluid perturbations, fault slip, and slip-dependent fault friction simultaneously. Among these studies, some resolve the fluid effect in a decoupled manner by solving a separate fluid diffusion equation and inserting the resulting fluid pressure into an established earthquake rupture model (e.g., Dieterich et al., 2015; Galis et al., 2017; Garagash & Germanovich, 2012; Kroll et al., 2017; Richards-Dinger & Dieterich, 2012; Viesca & Rice, 2012). Others follow a coupled approach to account for the fluid effect. For example, McClure and Horne (2011) developed a model of slip flow on a single isolated but hydraulically conductive fault embedded in an essentially impermeable hosting rock. Jha and Juanes (2014) formulated a more comprehensive multiphase poromechanical framework that permits fault slip simultaneously. In terms of space discretization, for the solid, the former uses the boundary element method whereas the latter directly uses Pylib (Aagaard et al., 2013), which employs a split-node finite element method; for the fluid, both models opted for the finite volume method, in particular, the latter uses General Purpose Research Simulator (Cao, 2002); in terms of coupling, both models advance the coupled solution in time in a sequential manner. We point out that former model, motivated by fracture stimulation in tight reservoirs, assumed fluid perturbations only within the fault and is less appropriate for general fluid-induced earthquakes; additionally, it is the fault pressure rather than the fault poroelastic stress that is passed from the fluid problem to the solid problem, so the model is essentially fluid-to-solid decoupled. Recently, applications to induced seismicity of the former were reported by, for example, Gischig (2015) and Norbeck and Horne (2016) and of the latter model by Juanes et al. (2016) and Cueto-Felgueroso et al. (2017).

One common assumption made in the aforementioned models (except for Galis et al. (2017)) is that the induced fault slip is quasi-dynamic as opposed to fully dynamic. The quasi-dynamic approach approximates the inertial response of the fault via a radiation damping term in the fault shear traction (Rice, 1993; Rice & Ben-Zion, 1996). This approach is known to have certain limitations. For example, dynamic changes are instantaneous rather than at wave speeds; in some parts of the parameter space, predictions are qualitatively different than those given by a fully dynamic model (e.g., Thomas et al., 2014). Additionally, these models do not
Figure 1. Schematic illustration of the porous matrix domain $\Omega_m$ embedded with a fault $\Omega_f$ with an aperture $b$. $b$ is vanishingly small such that the fault can be represented as an internal discontinuity for computational purposes. The two fault surfaces are denoted as $\partial\Omega_f^+$ and $\partial\Omega_f^-$, with their respective unit normal and tangential vectors denoted as $n_f^+$, $n_f^-$, and $t_f^+$, $t_f^-$. The Dirichlet and Neumann boundaries are denoted as $\partial\Omega_p$ and $\partial\Omega_n$, for the fluid problem, and as $\partial\Omega_u$ and $\partial\Omega_t$ for the solid problem, respectively. For a boundary value problem in general, $\partial\Omega_p \cap \partial\Omega_u = \emptyset$, $\partial\Omega_p \cup \partial\Omega_n = \partial\Omega$, $\partial\Omega_n \cap \partial\Omega_u = \emptyset$, $\partial\Omega_u \cup \partial\Omega_t = \partial\Omega$, and $\partial\Omega_n \cup \partial\Omega_t = \partial\Omega$. Specific to the elastodynamic rupture problem, however, $\partial\Omega_u$ can be replaced with an absorbing boundary and a null $\partial\Omega_t$ is permissible.

Fluid-induced earthquakes encompass both preseismic quasi-static triggering and coseismically fully dynamic spontaneous rupture under a dynamically evolving fault strength. The transition from the quasi-static regime to the dynamic regime is marked in time by the onset of rupture and in space by the location of nucleation of rupture. More importantly, the fluid effect from the former process, regardless of being resolved in a decoupled manner or a coupled manner, significantly impacts the latter process. First, it alters the fault stress, which is known to have a fundamentally evolving fault strength. The transition from the quasi-static regime to the dynamic regime is marked in time by the onset of rupture and in space by the location of nucleation of rupture. More importantly, the fluid effect from the former process, regardless of being resolved in a decoupled manner or a coupled manner, significantly impacts the latter process. First, it alters the fault stress, which is known to have a fundamentally evolving fault strength.

The organization of the paper is as follows. In section 2, we outline governing equations of (1) preseismic quasi-static loading due to external fluid perturbations, (2) coseismic fully dynamic spontaneous rupture, and (3) the transitional criterion; we close the system with constraints on the fault together with boundary and initial conditions. The numerical formulation and the computational procedures related to the quasi-static subproblem were detailed in Jin and Zoback (2017). We therefore focus only on the dynamic regime in the rest of the paper. Section 3 describes the numerical formulation and the space-time discretization. The contact constraint on the fault is imposed exactly via the Lagrangian multiplier method, leading to a saddle-point subproblem were detailed in Jin and Zoback (2017). We therefore focus only on the dynamic regime in the rest of the paper. Section 3 describes the numerical formulation and the space-time discretization. The contact constraint on the fault is imposed exactly via the Lagrangian multiplier method, leading to a saddle-point.

Provide an opportunity to examine the seismic radiation patterns, wave propagation, and waveforms that might be characteristic of fluid-induced earthquakes, as have been documented by some recent studies (Cesca et al., 2013; Gritto & Jarpe, 2014); they also do not produce the associated dynamic signals typically used as proxies in quantitative risk assessment of induced seismicity (Atkinson, 2015). Along this line, Duan (2016) applied a fully dynamic rupture model to induced seismicity; there the fluid effect arises not from external sources (e.g., injection) but rather the coseismic slip. Cappa and Rutqvist (2012) provided a more relevant study where they first solved a coupled quasi-static poroelastic equation iteratively using two existing codes and then directly used the stress state at the onset of failure as an input for the dynamic wave modeling. Similar work is presented by Buijze et al. (2017). Lastly, we also mention a code that offers both poroelastic and ela-dynamic modules, suitable for solving a coupled injection problem and a dynamic rupture problem, respectively (Ali, 2014; Meng, 2017). Unfortunately, discontinuity is not included in the first module, and no link was established between these two modules.

Fluid-induced earthquakes encompass both preseismic quasi-static triggering and coseismically fully dynamic spontaneous rupture under a dynamically evolving fault strength. The transition from the quasi-static regime to the dynamic regime is marked in time by the onset of rupture and in space by the location of nucleation of rupture. More importantly, the fluid effect from the former process, regardless of being resolved in a decoupled manner or a coupled manner, significantly impacts the latter process. First, it alters the fault stress, which is known to have a fundamentally evolving fault strength. The transition from the quasi-static regime to the dynamic regime is marked in time by the onset of rupture and in space by the location of nucleation of rupture. More importantly, the fluid effect from the former process, regardless of being resolved in a decoupled manner or a coupled manner, significantly impacts the latter process. First, it alters the fault stress, which is known to have a fundamentally evolving fault strength. The transition from the quasi-static regime to the dynamic regime is marked in time by the onset of rupture and in space by the location of nucleation of rupture. More importantly, the fluid effect from the former process, regardless of being resolved in a decoupled manner or a coupled manner, significantly impacts the latter process. First, it alters the fault stress, which is known to have a fundamentally evolving fault strength.

The organization of the paper is as follows. In section 2, we outline governing equations of (1) preseismic quasi-static loading due to external fluid perturbations, (2) coseismic fully dynamic spontaneous rupture, and (3) the transitional criterion; we close the system with constraints on the fault together with boundary and initial conditions. The numerical formulation and the computational procedures related to the quasi-static subproblem were detailed in Jin and Zoback (2017). We therefore focus only on the dynamic regime in the rest of the paper. Section 3 describes the numerical formulation and the space-time discretization. The contact constraint on the fault is imposed exactly via the Lagrangian multiplier method, leading to a saddle-point manner or a coupled manner, is intended to investigate fluid-induced earthquakes.

The organization of the paper is as follows. In section 2, we outline governing equations of (1) preseismic quasi-static loading due to external fluid perturbations, (2) coseismic fully dynamic spontaneous rupture, and (3) the transitional criterion; we close the system with constraints on the fault together with boundary and initial conditions. The numerical formulation and the computational procedures related to the quasi-static subproblem were detailed in Jin and Zoback (2017). We therefore focus only on the dynamic regime in the rest of the paper. Section 3 describes the numerical formulation and the space-time discretization. The contact constraint on the fault is imposed exactly via the Lagrangian multiplier method, leading to a saddle-point structure of the fully discrete form that is challenging to solve. The use of an implicit time-stepping scheme renders the system nonlinear, and the linearization procedure is given in section 4. The construction of a discrete Lagrangian space obeying the inf-sup stability constraint is addressed in section 5. Section 6 discusses solver section and highlights the development of a novel physics-based nonstationary preconditioner for accelerating the convergence. A numerical example highlighting the impact of the fluid effect on fault rupture is provided in section 7. Finally, a summary and some conclusions are provided in section 8.

2. Problem Statement

2.1. Model Domain and Boundary

We hereinafter restrict our focus on a 2-D in-plane problem. Consider an arbitrary domain $\Omega = \Omega_f \cup \Omega_m$, where $\Omega_f \subset \mathbb{R}^2$ indicates a fault domain and $\Omega_m \subset \mathbb{R}^2$, a porous matrix (hosting rock) domain, see Figure 1. Since the aperture of a fault is usually orders of magnitude lower than the typical mesh size of the matrix, for
full coupling between the density of the fault and colored with blue, increases on and near the fault, although its distribution can differ. In Figure 2a, only the fault; \( t_0 \) is subjected to an initial effective stress, augmenting both the \( \sigma_0 \) and the associated fault normal and shear traction are denoted as \( \tau_0 \) and \( \tau_{pn} \), respectively. In both Figures 2a and 2b, the density of the fluid-solid mixture changes in space and time.

We start by first discussing the fluid-solid coupled approach. The objective here is to calculate injection-induced space- and time-dependent changes in the fluid pressure and the solid stress relative to an initial reference state. This process is quasi-static and is governed by the Biot’s theory of poroelasticity. The theory states that the fluid and solid are fully coupled: the gradient of the fluid pressure enters the force balance law as an equivalent body force, driving changes in the solid stress; the volumetric strain rate enters the mass conservation law as an equivalent external fluid source, driving changes in the fluid pressure. While many analytical and numerical solutions to this problem are available, the solution is challenging to resolve as either only pore pressure effect via a fluid-solid decoupled approach or as poroelastic effect via a fluid-solid fully coupled approach, as it is illustrated and compared in Figure 2.

2.2. Pore Pressure Effect and Poroelastic Effect

We consider \( \Omega \) to be initially saturated with a single-phase compressible fluid, and we shall restrict our focus only on cases where \( \Omega_f \) is hydraulically conductive as opposed to sealing. Specific and pivotal to an appropriate model of fluid-induced seismic events is to resolve how the fluid perturbation modifies the fault stress, especially in the preseismic quasi-static regime. As has been introduced in section 1, this fluid effect can be resolved as either only pore pressure effect via a fluid-solid decoupled approach or as poroelastic effect via a fluid-solid fully coupled approach, as it is illustrated and compared in Figure 2.

2.3. Governing Equations

Our model is based on decomposing the physical process of an induced seismic event into two sequential subprocesses, including the preseismic quasi-static triggering subprocess and the coseismic dynamic rupture subprocess. Below we present the governing equations of each subprocess. The time at which the problem transitions from quasi-static to dynamic is denoted hereinafter as \( t^* \).

2.3.1. Preseismic Quasi-Static Regime

We start by first discussing the fluid-solid coupled approach. The objective here is to calculate injection-induced space- and time-dependent changes in the fluid pressure and the solid stress relative to an initial reference state. This process is quasi-static and is governed by the Biot’s theory of poroelasticity. The theory states that the fluid and solid are fully coupled: the gradient of the fluid pressure enters the force balance law as an equivalent body force, driving changes in the solid stress; the volumetric strain rate enters the mass conservation law as an equivalent external fluid source, driving changes in the fluid pressure. While many analytical and numerical solutions to this problem are available, the solution is challenging to find for a faulted porous medium due to fault-related complexities. Within the existing framework of Biot’s theory of poroelasticity, Jin and Zoback (2017) recently proposed a fluid-solid fully coupled model for an arbitrarily faulted porous medium. The model demonstrates how the fluid storage capacity, the hydraulic conductivity, and the elastic stiffness of the system are modified and augmented due to the presence of faults and the additional sets of fluid and solid constitutive laws; domain interactions in the form of mass exchange and the nonlinearity due to pressure-dependent hydraulic aperture of faults are also resolved in the model. Here we use this model in this study but with one simplification. Specifically, in the original model, the matrix and the faults are governed by different solid constitutive laws even prior to the shear failure; however, here
the fault behaves the same as the rest of the domain. Without attempting to present the full details of the original model, here we outline the key governing equations.

First, the mass conservation law with solid-to-fluid coupling

\[
\left(\lambda_0(x)\phi_{m0}(x)(C_m + C_p) + (1 - \lambda_0(x))\phi_{f0}(x)(C_f + C_p)\right)\rho(x, t) - \nabla \cdot \bar{\rho}_p(x, t) + \nabla \cdot \mathbf{v}(x, t) = s(x, t) \quad \forall x \in \Omega, t \leq t^*
\]

and, second, the quasi-static force balance law with fluid-to-solid coupling,

\[

\nabla \left(\sigma_p'(x, t) + \alpha p(x, t) \mathbf{1}\right) = \nabla \sigma_p'(x, t) + \alpha \nabla p(x, t) = 0 \quad \forall x \in \Omega, t \leq t^*
\]

where \(p(x, t), \ \bar{\rho}_p(x, t),\) and \(\sigma_p'(x, t)\) are the injection-induced changes in the fluid pressure, the solid displacement vector, and the effective stress tensor, all relative to an initial reference state; \(\lambda_0(x)\) is the geometric parameter calculated from the initial fault-matrix configuration; \(\phi_{m0}(x)\) and \(\phi_{f0}(x)\) are the initial intrinsic porosity of the matrix and the fault (typically \(\phi_{f0}(x) = 1\)); \(C_m, C_p,\) and \(C_f\) are the compressibility of the fluid, the matrix pores, and the fault, and they are material constants; \(\mathbf{v}(x, t)\) is the fluid velocity; \(s(x, t)\) is the external fluid source divided by the initial fluid density; \(\alpha\) is the Biot-Willis coefficient quantifying the susceptibility of the solid to the fluid and vice versa, and \(\mathbf{1}\) is unit identity.

Equations (1) and (2) are fully coupled and preferably solved simultaneously. Notice also the use of a compressive strain/stress positive notation, under which Jin and Zoback (2017) showed that the normal components of \(\sigma_p'(x, t)\) are negative (extensional) immediately near a fault subjected to fluid pressure elevation, although compressive normal stress can develop further away from the fault.

In equation (1), \(p(x, t)\) is related to \(\mathbf{v}(x, t)\) via the following fluid constitutive laws, including a linear law for the porous matrix and a nonlinear law for the fault. They read

\[
\mathbf{v}(x, t) = \begin{cases} 
-\eta^{-1}k_m(x)\nabla p(x, t) & \forall x \in \Omega_m \\
-\eta^{-1}\frac{1}{12}(b_0(1 + C_p)p_f(x, t)))^2 \nabla p_f(x, t) & \forall x \in \partial \Omega_f \left[-\frac{b}{2}, \frac{b}{2}\right] 
\end{cases}
\]

where \(\eta\) is the fluid viscosity, \(k_m\) is the matrix permeability tensor, \(b\) and \(b_0\) are the fault hydraulic aperture and its initial value, and \(p_f(x, t) = p(x, t)\), \(\forall x \in \Omega_f\) is the fluid pressure on the fault (Figure 2a): by assumption, \(p_f(x, t)\) is continuous across the fault. The presence of the second equation in equation (3) renders the coupled system (equations (1) and (3)) nonlinear.

In equation (2), \(\sigma_p'(x, t)\) is related to the displacement via the following drained linearly elastic solid constitutive law.

\[
\sigma_p'(x, t) = \frac{\nu E}{(1 + \nu)(1 - 2\nu)} \left(\nabla \mathbf{u}_p(x, t)\right) \mathbf{1} + \frac{E}{2(1 + \nu)} \left[\nabla \mathbf{u}_p(x, t) + \left(\nabla \mathbf{u}_p(x, t)\right)^T\right] \quad \forall x \in \Omega
\]

where \(E\) and \(\nu\) are the Young’s modulus and the drained Poisson’s ratio of the fluid-saturated solid.

The term drained here is in a local sense as opposed to a global sense; it indicates the presence of a relative velocity between the fluid and the solid within the domain (e.g., Borja & Koliiji, 2009), rather than a more commonly used free fluid flux at the domain boundary.

When opting for the decoupled approach, one only needs to solve for the fluid overpressure \(p(x, t)\) from the solid-to-fluid decoupled mass conservation law, which can be obtained by simply removing the solid volumetric strain rate term \(-\nabla \cdot \bar{\rho}_p(x, t)\) from equation (1). The fluid diffusion equation is then obtained by substituting in equation (3). The details are omitted.

### 2.3.2. Transition

We opt for the linear Mohr-Coulomb shear failure criterion for determining \(t^*\). This requires the calculation of the fault Coulomb stress, denoted hereafter as \(CS\). Neglecting the fault cohesion, \(CS\) reads the following with pore pressure effect (Figure 2a):

\[
\text{JIN AND ZOBACK}
\]
\[ CS(x, t) = t_{0t} - \mu_s(t_{0t} - \rho_f(x, t)) \]
\[ = \left[ \|\sigma_0' \cdot \nabla \| - (\sigma_0' : \nabla) \right]^{1/2} - \mu_s(\sigma_0' : \nabla - \rho_f(x, t)) \]  
(5)

and differently with poroelastic effect (Figure 2b) as
\[ CS(x, t) = t_{0t} + t_{pe}(x, t) - \mu_s(t_{0t} + t_{pe}(x, t)) \]
\[ = \left[ \|\sigma_p' \cdot \nabla \| - (\sigma_p' : \nabla) \right]^{1/2} - \mu_s(\sigma_p' + \rho_p, x, t) \]  
(6)

where the meanings of \( t_{0t}, t_{0t}, t_{pe}(x, t), t_{pe}(x, t), \) and \( \rho_p, \sigma_0', \) and \( \nabla \) are explained above, and \( \mu_s \) is the static frictional coefficient of the fault. \( t_{pe}(x, t) \) is expected to be negative following our sign convention. Note that while it is safe to calculate \( t_{0t} \) and \( t_{pe}(x, t) \) separately from \( \sigma_0' \) and \( \sigma_p' \), \( t_{0t} + t_{pe}(x, t) \) must be calculated as a single variable by first superposing \( \sigma_0' \) and \( \sigma_p' \) to account for possible changes in the sense of shear.

In either approach, we assume that dynamic rupture begins when the maximum Coulomb stress along the fault, defined as
\[ CS_{max}(t) = \max(CS(x, t)), x \in \partial f \]  
(7)

is driven from negative to 0. Therefore, \( t^* \) can be solved from the following:
\[ CS_{max}(t^*) = 0 \]  
(8)

### 2.3.3. Coseismic Dynamic Regime

The objective here is to calculate the coseismic dynamic changes. Taking the coupled approach for example (coupling as in the quasi-static regime), the linear momentum is now conserved among the injection-induced changes at the onset of rupture and the slip-induced coseismic dynamic changes. Hence, we solve for the following fully dynamic Cauchy equation of motion:
\[ \nabla \left( \sigma'_i(x, t) + q \rho_l(x, t) \mathbf{1} + \sigma'_s(x, t) + q \rho_s(x, t) \mathbf{1} \right) \]
\[ = \rho_{max}(x, t^*) \mathbf{u}_s(x, t) \forall x \in \Omega, t \geq t^* \]  
(9)

where \( \sigma'_i(x, t), \rho_l(x, t), \sigma'_s(x, t), \) and \( \mathbf{u}_s(x, t) \) are slip-induced changes in the effective stress tensor, the pore pressure, the Cauchy total stress tensor, and the displacement vector, and \( \rho_{max}(x, t^*) \) is the density of the fluid-solid mixture (i.e., fluid-saturated solid) evaluated at \( t^* \).

Equation (2) states that a static balance has been reached through the quasi-static process; the first part is divergence free, and therefore, equation (9) reduces to
\[ \nabla \cdot \sigma'_i(x, t) = \rho_{max}(x, t^*) \mathbf{u}_s(x, t) \forall x \in \Omega, t \geq t^* \]  
(10)

Equation (10) states that the slip-induced dynamic perturbation only needs to rebalance itself in order for the fluid-solid mixture to regain equilibrium during the dynamic rupture, irrespective of whether the mixture is initially in quasi-static balance in a fluid-to-solid decoupled manner or a poroelastically coupled manner. Therefore, equation (10) applies in both approaches.

It is a common practice to consider the coseismic fluid-solid mixture as an undrained elasto-dynamic system, that is, no gain or loss of the pore fluid over the timescale relevant to the fault rupture (e.g., Duan, 2016; Wang & Barbour, 2017). This motivates the use of a so-called undrained Poisson’s ratio (Cleary, 1977; Rice & Cleary, 1976) in a constitutive law reminiscent to that of an elastic solid for relating \( \sigma_i(x, t) \) as opposed \( \sigma_i(x, t) \) to \( \mathbf{u}_s(x, t) \) (e.g., Dunham & Rice, 2008; Viesca et al., 2008). Adapted to our notation, the same undrained constitutive law reads
\[ \sigma_i(x, t) = \frac{v_u E}{(1 + v_u)(1 - 2v_u)} (\nabla \cdot \mathbf{u}_s(x, t)) \mathbf{1} + \frac{E}{2(1 + v_u)} \left[ \nabla \mathbf{u}_s(x, t) + (\nabla \mathbf{u}_s(x, t))^T \right] \forall x \in \Omega \]  
(11)

where \( v_u \) is the undrained Poisson's ratio of the fluid-saturated solid.
In equations (9) and (10), \( \rho_{\text{mix}} \) is given by the following volume-weighted sum:

\[
\rho_{\text{mix}}(x, t^*) = \Phi(x, t^*)\rho(x, t^*) + (1 - \Phi(x, t^*))\rho_s
\]

(12)

where \( \rho(x, t^*) \) and \( \rho_s \) are the density of the fluid and the solid mineral, respectively, and \( \Phi(x, t^*) \) is the porosity of the fault-matrix system with the augmentation by the solid-to-fluid coupling effect, if considered. Both \( \rho(x, t^*) \) and \( \Phi(x, t^*) \) are evaluated at \( t^* \).

\[
\rho(x, t^*) = \rho_0 \left( 1 + C_p \rho(x, t^*) \right)
\]

(13)

where \( \rho_0 \) and \( C_p \) are the initial density and compressibility of the fluid.

\( \Phi(x, t^*) \) reads differently for the decoupled and couple approaches:

\[
\Phi(x, t^*) = \left\{ \begin{array}{ll}
\Phi(x, t^*), & \text{pore pressure effect} \\
\Phi(x, t^*) - a\nabla \cdot u_p(x, t^*), & \text{poroelastic effect}
\end{array} \right.
\]

(14)

and \( \Phi(x, t^*) \) is the so-called partial porosity of the faulted porous medium; it is in a sense a coalesced porosity obtained from the matrix porosity and the fault porosity under a given configuration. When evaluated at \( t^* \), it is calculated from the following expression using the fluid pressure at \( t^* \) (see Jin and Zoback (2017) for details):

\[
\Phi(x, t^*) = \Lambda_0(\chi) \phi_{\text{mo}}(\chi) \left( 1 + C_m \rho(x, t^*) \right) + (1 - \Lambda_0(\chi)) \phi_{\text{fl}}(\chi) \left( 1 + C_p \rho(x, t^*) \right)
\]

(15)

### 2.4. Coseismic Constraints on the Fault

Here we outline several constraints to be imposed on the fault for the subproblem in the dynamic regime. First, during fault slip, the normal component of the displacement across the fault remains continuous. This can be specified by imposing the following contact constraint over the full length of the fault:

\[
(u_n^+(x, t) - u_n^-(x, t)) \cdot n_f = [u_n(x, t)] \cdot n_f = 0 \quad \forall x \in \partial f, \ t \geq t^*
\]

(16)

where \([\cdot] = (\cdot)|_{t^+} - (\cdot)|_{t^-}\) denotes a jump in a quantity across a discontinuity.

Second, we impose the traction continuity condition across the fault:

\[
L_n^+(x, t) + L_n^-(x, t) = 0 \quad \forall x \in \partial f, \ t \geq t^*
\]

(17)

Here \( L_n^\pm(x, t) \) is the slip-induced traction on the positive and negative sides of the fault. They read

\[
L_n^j(x, t) = \sigma_n^j(x, t) \cdot n_f, \ j = +, -
\]

(18)

Define a slip-induced fault traction \( L_f(x, t) \) as the traction on the negative side of the fault:

\[
L_f(x, t) = L_n^-(x, t), \quad x \in \partial f, \ t \geq t^*
\]

(19)

It can be then decomposed as

\[
L_f(x, t) = t_m(x, t) n_f + t_s(x, t) n_S
\]

(20)

where \( t_m \) and \( t_s \) are the slip-induced changes in the magnitude of the fault normal and shear traction, \( t_m \) is also referred to hereinafter as the contact pressure, and \( n_S \) is the unit vector indicating the slip direction on the negative side, which can be determined from the following for a 2-D problem:

\[
\Sigma = \left\{ \begin{array}{ll}
\Sigma, & \text{if } (\sigma_n^0 + \sigma_p^0(x, t^*)) \cdot n_f \otimes n_f > 0 \\
-\Sigma, & \text{if } (\sigma_n^0 + \sigma_p^0(x, t^*)) \cdot n_f \otimes n_f < 0
\end{array} \right.
\]

(21)
Finally, for the frictional sliding along a cohesionless fault, a third condition, namely the consistency condition (e.g., Borja, 2013), also commonly known as the fault boundary condition (e.g., Allison & Dunham, 2017), is required. With pore pressure effect, it reads

$$t_{sr}(x, t) = \mu_f(t_{on} - \rho_f(x, t) + t_{or}(x, t)) - t_{or}, \quad x \in \bar{\Omega}, t \geq t^*$$  \hspace{1cm} (22)

and the following with poroelastic effect:

$$t_{sr}(x, t) = \mu_f(t_{on} + t_{pe}(x, t^*) + t_{pe}(x, t)) - \left( t_{or} + t_{pe}(x, t^*) \right), \quad x \in \bar{\Omega}, t \geq t^*$$  \hspace{1cm} (23)

In equations (22) and (23), $t_{sr}(x, t)$ and $t_{or}(x, t)$ are calculated from $\sigma_i(x, t)$ in the same manner as is shown in equations (5) and (6), $\mu_f$ is a dynamically evolving fault frictional coefficient. Here we opt for the following well-known linear slip-weakening law (e.g., Andrews, 1976):

$$\mu_f(\|\gamma(x, t)\|) = \begin{cases} 
\mu_s - (\mu_s - \mu_g)\frac{\|\gamma(x, t)\|}{d_c}, & \|\gamma(x, t)\| \leq d_c \\
\mu_d, & \|\gamma(x, t)\| > d_c 
\end{cases}  \hspace{1cm} (24)$$

where $\mu_d$ is the dynamic counterpart of $\mu_s$, shown in equations (5) and (6), $\gamma(x, t) = u_j(x, t) - u_{j-1}(x, t), x \in \bar{\Omega}$ is the fault slip vector with a magnitude $\|\gamma(x, t)\|$, and $d_c$ is the slip-weakening distance.

Due to the presence of equation (24), equation (10) is rendered highly nonlinear with respect to both the displacement $u_j(x, t)$ and the contact pressure $t_{on}$, both are the primary unknowns in this study (section 3). It is worth noting that while the coseismic dynamic rupture in the two approaches is essentially governed by the same conservation law (equation (10)) and the same constitutive law (equation (11)); because of the nonlinearity, the difference highlighted between equations (22) and (23) nonetheless will produce different results in the coseismic rupture. Numerically solving the nonlinear problem requires certain iterative linearization procedures (section 4), including deriving the Jacobian by taking the partial derivatives of the residual with respect to the unknowns. Since $u_j(x, t)$ is one of the primary unknowns, we are motivated to further express $\mu_f$ directly as a function of $u_j(x, t)$. To do so, we take advantage of the following trivial relationship between the displacement vectors on the two sides of the fault:

$$u_j^+(x, t) = \gamma(x, t)u_j^-(x, t)$$  \hspace{1cm} (25)

where $\gamma(x, t)$ is a negative variable for a general (i.e., asymmetric) rupture problem. In the special case of symmetric rupture, $\gamma(x, t) = -1$.

Therefore, the magnitude of the slip vector can be related to the magnitude of the displacement vector on either side of the fault via

$$\|\gamma(x, t)\| = \beta^j(\gamma(x, t)|u_j^-(x, t)|, \quad j = +, -$$  \hspace{1cm} (26)

Here

$$\beta^j(x, t) = \begin{cases} 1 - \gamma(x, t), & j = - \\
\frac{1}{\gamma(x, t)}, & j = + 
\end{cases}  \hspace{1cm} (27)$$

Noticing equations (26) and (27), equation (24) can be rewritten as the following, which will soon prove useful in facilitating the derivation of Jacobian in section 4,

$$\mu_f(\|u_j^-(x, t)\|) = \begin{cases} (1 - 2\beta^j(x, t)|u_j^-(x, t)|)\mu_s, & |u_j^-(x, t)| \leq \frac{d_c}{\beta^j(x, t)}, \quad x \in \bar{\Omega}, j = +, - \\
\mu_d, & |u_j^-(x, t)| > \frac{d_c}{\beta^j(x, t)} 
\end{cases}$$  \hspace{1cm} (28)
Here $a_j(x, t)$ is simplifying notations reading:

$$a_j(x, t) = \frac{1}{2a_c} \left(1 - \frac{\mu_j}{\mu_c}\right) \beta_j(x, t), \quad j = +, -$$

(29)

It is worth noting that equations (26)–(29) guarantee $\mu_j(x, t) = \mu_j^+(x, t) = \mu_j^-(x, t)$, and therefore, the traction continuity condition (equation (19)) is ensured.

2.5. Boundary and Initial Conditions

We refer the readers to Jin and Zoback (2017) for details on boundary and initial conditions of the subproblem in the quasi-static regime (section 2.3.1). Here we focus on the subproblem in the dynamic regime only (section 2.3.3). Irrespective of how the fluid effect is resolved, the same boundary and initial conditions are prescribed. First, one can opt for various nonreflecting boundary conditions (Givoli, 1991) for minimizing spurious reflections on $\partial \Omega$. In this study, we implement the classical Lysmer absorbing boundary condition (Lysmer & Kuhlemeyer, 1969) adapted to our model:

$$\begin{align*}
\sigma_s(x, t) : \mathbf{n} \otimes \mathbf{n} &= -a_s \overline{\rho}_{\text{mix}}(t^\ast) \overline{\mathbf{v}}_s(t^\ast) \mathbf{u}_s(x, t) / C_3(t^\ast), & \forall x \in \partial \Omega \\
\sigma_i(x, t) : \mathbf{n} \otimes \mathbf{t} &= -a_i \overline{\rho}_{\text{mix}}(t^\ast) \overline{\mathbf{v}}_i(t^\ast) \mathbf{u}_i(x, t) / C_3(t^\ast), & \forall x \in \partial \Omega
\end{align*}$$

(30)

where $a_s$ and $a_i$ are two dimensionless parameters specifying the degree of absorption (0 and 1 correspond to no absorption and maximum absorption, respectively), $\overline{\rho}_{\text{mix}}(t^\ast)$ is the spatially averaged fluid density evaluated at $t^\ast$ by taking the mean of equation (12), and $\overline{\mathbf{v}}_p(t^\ast)$ and $\overline{\mathbf{v}}_s(t^\ast)$ are the average $P$ and $S$ wave velocities of the fluid-saturated solid and are calculated using $\overline{\rho}_{\text{mix}}(t^\ast)$ and the undrained mechanical parameters shown in equation (11) following standard relations.

Equation (30) states that, on the external boundary, the normal and shear traction scales linearly with the normal and tangential particle velocities by a respective scaling parameter, $-\overline{\mathbf{v}}_p(t^\ast)$ and $-\overline{\mathbf{v}}_s(t^\ast)$. Therefore, equation (30) provides complete energy absorption of waves only at normal incident angles and nonperfect absorption otherwise. To facilitate the variational form as will be shown later, we rewrite equation (30) in the following form:

$$\sigma_s(x, t) : \mathbf{n} = -L_s(x, t), \quad \forall x \in \partial \Omega$$

(31)

Here for a 2-D problem with boundaries either parallel or perpendicular to the axes

$$L_s(x, t) = \begin{cases} a_p \overline{\mathbf{v}}_p(t^\ast) \mathbf{u}_p(x, t) / C_3(t^\ast), & \mathbf{n} \parallel \mathbf{e}_1 \\
\overline{\rho}_{\text{mix}}(t^\ast) \mathbf{u}_p(x, t) / C_3(t^\ast), & \mathbf{n} \perp \mathbf{e}_1
\end{cases}$$

(32)

where $\mathbf{e}_i (i = 1, 2)$ is the unit vector along the $i$th axis.

Second, since we only solve for slip-induced changes in the dynamic subproblem, the initial conditions are trivial to set up. We have, for the displacement and the particle velocity,

$$\mathbf{u}(x, t^\ast) = 0 \quad \forall x \in \Omega \setminus \partial \Omega$$

(33)

and for the normal traction on the fault and its rate of change

$$L_s(x, t^\ast) = 0 \quad \forall x \in \partial f$$

(35)

(36)

We note that equation (35) is needed for closing the initial boundary value problem only if the contact condition given by (16) is to be imposed exactly, in which case the fault traction vector becomes an
additional degree of freedom. Noticing equations (20), (22), and (23), we further reduce equations (35) and (36) to the following initial conditions for the contact pressure only and its rate of change. They read

\[ t_m(\mathbf{x}, t^*) = \mathbf{t}_s(\mathbf{x}, t^*) \cdot \mathbf{n}_r = 0 \quad \forall \mathbf{x} \in \partial f \]  
\[ \dot{t}_m(\mathbf{x}, t^*) = 0 \quad \forall \mathbf{x} \in \partial f \]  

(37)  

(38)

3. Numerical Formulation: The Subproblem in the Dynamic Regime

We again refer the readers to Jin and Zoback (2017) for details on the variational forms and discretization of the coupled governing equations, specifically, equations (1) and (2), of the quasi-static subproblem (section 2.3.1). There, they assumed transversal uniformity in the fluid velocity within the fault and proposed a hybrid-dimensional two-field mixed finite element method for efficient space discretization and interpolation; a fully implicit Euler scheme was also employed for time discretization. Here we restrict our focus on the coseismic dynamic rupture subproblems (section 2.3.3) and present in particular the numerical formulation of equation (10). For brevity, we omit writing \((\mathbf{x}, t)\) following space- and time-dependent quantities in this section.

3.1. Variational Form

Let \( \eta \) be a kinematically admissible variation defined on \( \{ \eta : \Omega \rightarrow \mathbb{R}^2 | \eta \in H^1, \eta = 0 \text{ on } \partial \Omega_0 \} \), where \( H^1 \) denotes a Sobolev space of order 1. \( \eta \) constitutes the virtual counterpart of the displacement and is permitted to be discontinuous across the fault. Following a standard procedure (e.g., Borja, 2013; Hughes, 2012), we first multiply equation (10) with \( \eta \) and integrate over the domain volume and then apply integral by parts and subsequently the divergence theorem to push the volume integral onto the domain external boundary as well the two fault surfaces. Exploring the symmetry of the slip-induced stress tensor, noticing the traction continuity condition equation (17), and absorbing boundary condition equation (31), we arrive at the following variational form of equation (10), which reads

\[ \int_\Omega \rho \dot{\phi} \text{d} \Omega + \int_\Omega \eta \mathbf{t}_s \cdot \mathbf{n}_r \text{d} \Omega + \int_\Omega \mathbf{t}_s \cdot \mathbf{n}_r \text{d} \Omega = 0 \]  

(39)

Here the contact integral reads:

\[ g_c = -\left( \int_{\partial \Omega} \mathbf{n}^+ \cdot \mathbf{t}_s^+ \text{d} \mathbf{r} + \int_{\partial \Omega} \mathbf{n}^- \cdot \mathbf{t}_s^- \text{d} \mathbf{r} \right) = \int_{\partial \Omega} \mathbf{n} \cdot \mathbf{t}^+ \text{d} \mathbf{r} \]  

(40)

where \( \mathbf{n}^+ - \mathbf{n}^- \) is the jump of the variation (i.e., the virtual slip) across the fault.

Substituting in equation (20) and then equations (22), (23) into equation (40), the contact integral becomes the following with pore pressure effect and poroelastic effect:

\[ g_c = \begin{cases} 
\int_{\partial \Omega} \left[ t_m \mathbf{t} + \left( \mu_i(\mathbf{u}_i) \right) (t_0 - \rho_i(t^*) + t_m) - t_0 \right] \mathbf{n}_r \text{d} \mathbf{r}, & \text{pore pressure effect} \\
\int_{\partial \Omega} \left[ t_m \mathbf{t} + \left( \mu_i(\mathbf{u}_i) \right) (t_0 + t_p(t^*) + t_m) - (t_0 + t_p(t^*)) \right] \mathbf{n}_r \text{d} \mathbf{r}, & \text{poroelastic effect} 
\end{cases} \]  

(41)

The contact constraint (equation (16)) is typically imposed approximately via the penalty method in most earthquake rupture models (e.g., Duan & Oglesby, 2006; Ferronato et al., 2008; Kozdon et al., 2013). This method has the great advantage of unchanged number of degrees of freedom. However, aside from an inexact constraint, that is, the two fault surfaces interpenetrate, the selection of a typically exceedingly large penalty parameter is somewhat arbitrary and requires a trial-and-error process. In this study, we seek to impose the contact constraint exactly and rewrite equation (16) as the following weighted integral form:

\[ \int_{\partial \Omega} \mathbf{n} \cdot \mathbf{t}_s \text{d} \mathbf{r} = 0 \]  

(42)

where \( \phi \) is an arbitrary scalar quantity, which can be regarded as the virtual counterpart of the normal traction or the virtual contact pressure.
3.2. Semidiscrete Form

3.2.1. Space Discretization, Mesh Processing, and Interpolation

The domain is discretized into a set of linear triangular elements perfectly conforming to the predefined fault. For the quasi-static subproblem (section 2.3.1), a single layer of fault nodes is used, whereas for the dynamic subproblem (section 2.3.3), a triple layer of fault nodes is used. Figure 3 illustrates some details of the mesh processing.

We choose $u_s$ and $t_m$ as the primary unknowns for this study. The former is interpolated in 2-D using the nodes throughout the domain, whereas the latter is interpolated in 1-D using only the Lagrangian nodes on the fault, see Figure 3. The details are

\begin{align}
\eta & = N_c \eta_c \\
[\eta] & = [N] \eta_c \\
[u_s] & = N_d u_d \\
[t_m] & = [N] t_d \\
t_m & = N_f t_f \\
\phi & = N_l \phi_l
\end{align}

where $N$ and $N_l$ are the interpolation functions in the discrete 2-D space and the discrete 1-D Lagrangian space, respectively, $d$ is the nodal displacement, $f$ is the nodal contact pressure (i.e., the Lagrangian surface traction), $\eta$ is the Lagrangian multiplier, and $\phi$ is the contact pressure. The choice of this discrete space can be made by satisfying the LBB condition (section 5). Three elements, including a 2-D matrix element, a 1-D fracture element, and a 1-D element in the Lagrangian space, are highlighted with thickened boarders and lines, and the associated interpolation functions are shown.

Figure 3. Schematic illustration of mesh processing for the dynamic rupture subproblem. Upon the initiation of fault rupture, fault nodes are split as nodal pairs located on the positive and negative side, respectively. Each pair of nodes have the same coordinates as the original fault node (the two fault surfaces are in contact, and the gap between them is for illustration purposes only). The nodes on the positive side retain the original global nodal indices, while the nodes on the negative side are assigned global nodal indices as $n_m + n_f + 1$, $n_m + n_f + 2$, ..., $n_m + n_f + n_f$, where $n_m$ and $n_f$ are the number of the matrix node and the fault node, respectively, before node splitting. Correspondingly, in a standard finite element mesh data structure, the original nodes are supplemented with the newly created nodes, and all elements in contact with the negative side of the fault are updated with the newly assigned node indices. Specifically, type A and type B elements have one and two nodes to be updated, respectively. Upon node splitting, the fluid effect on each fault node is duplicated. Meanwhile, a discrete space consist of a certain number of evenly spaced nodes is generated for interpolating the Lagrangian multiplier (i.e., fault normal traction and contact pressure). The choice of this discrete space can be made by satisfying the LBB condition (section 5). Three elements, including a 2-D matrix element, a 1-D fracture element, and a 1-D element in the Lagrangian space, are highlighted with thickened boarders and lines, and the associated interpolation functions are shown.
multiplier), both $d$ and $\tilde{f}$ are slip-induced quantities, and $c$ and $\tilde{c}$ are two arbitrary vectors. The forms of the interpolation functions and relevant nodal vectors are given in section A1. Notice in equation (45), a typically present term, $N_\alpha d_{\alpha}$, arising from the Galerkin approximation is absent here due to the use of the absorbing boundary condition that renders the Dirichlet boundary null (see also Figure 1 caption).

### 3.2.2. System of Equations

Substituting equations (43)–(48) into equations (39) and (42), canceling $c$ and $\tilde{c}$, noticing equation (41), and following a Voigt notation, we arrive at the following form (excluding the $C^\Theta$ term) after some rearrangement:

$$
\begin{bmatrix}
M_{n \times n} & 0_{n \times m} \\
0_{m \times n} & 0_{m \times m}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial}{\partial x} \\
\frac{\partial}{\partial y}
\end{bmatrix}
+ \begin{bmatrix}
(C^d + C^\Theta)_{n \times n} & 0_{n \times m} \\
0_{m \times n} & 0_{m \times m}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial}{\partial x} \\
\frac{\partial}{\partial y}
\end{bmatrix}
+ \begin{bmatrix}
K_{n \times n} & G_{m \times n} \\
G^T_{m \times n} & 0_{m \times m}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial}{\partial x} \\
\frac{\partial}{\partial y}
\end{bmatrix}
= 
\begin{bmatrix}
F_{n \times 1}(d, \tilde{f}) \\
\hat{\theta}_{m \times 1}
\end{bmatrix}
$$

(49)

where $M$ and $K$ are the mass matrix and the elastic stiffness matrix of the faulted system (they differ from those of a fault-free system), $C^d$ is an equivalent damping matrix arising from the prescription of an absorbing boundary condition, $G$ is the contact matrix, and $F$ is an equivalent external nodal force driving/resisting the rupture. The sizes of $d$ and $\tilde{f}$ are indicated as $n$ and $m$, respectively. Here $m$ is the number of the Lagrangian nodes, and $n = (n_m + n_f \times 2) \times 2$, see Figure 3.

Here:

$$
M = \int_{\Omega} N^T \rho_{\text{mix}}(t^*) N d\Omega
$$

(50)

$$
C^d = \int_{\Omega} N^T \bar{\rho}_{\text{mix}}(t^*) V^{(\Theta)} N d\tau
$$

(51)

$$
K = \int_{\Omega} B^T C_b B d\Omega
$$

(52)

$$
G = \int_{\Omega} [N]^T n_d N d\tau
$$

(53)

$$
F(d, \tilde{f}) = \begin{cases} 
\int_{\Omega} [N]^T \left[ \frac{\partial}{\partial t} - \mu \left( \frac{\partial}{\partial t} \right) \left( \bar{T} - \bar{P} + \bar{N} \right) \right] \bar{\Omega} \left\{ \bar{\varphi} \right\} \left( \bar{\varphi} \right) d\tau, \text{ pore pressure effect} \\
\int_{\Omega} [N]^T \left[ \frac{\partial}{\partial t} + \bar{P}(t^*) \right] - \mu \left( \frac{\partial}{\partial t} \right) \left( \bar{T} + \bar{P}(t^*) + \bar{N} \right) \right] \bar{\Omega} \left\{ \bar{\varphi} \right\} \left( \bar{\varphi} \right) d\tau, \text{ poroelastic effect}
\end{cases}
$$

(54)

In equation (51), $V^{(\Theta)}$ is given by the following (here we give the elementwise expression):

$$
V^{(\Theta)} = \begin{bmatrix} a_p \bar{\varphi}(t^*) \\
a_s \bar{\varphi}(t^*) \\
a_p \bar{\varphi}_s(t^*) \\
a_s \bar{\varphi}_s(t^*) \end{bmatrix}, \text{ if } \bar{\varphi} \Omega \left\{ \bar{\varphi} \right\} \left( \bar{\varphi} \right)
$$

(55)

In equation (52), $B$ is the displacement-strain transformation matrix, and $C_b$ is the undrained elastic stiffness matrix of the fluid-saturated solid under plane strain. The expressions of $B$, $C_{uw}$ and the other finite element discretization matrices are given in section A1.

Equation (54) is obtained by moving the component related to the slip-induced shear traction in the contact integral $g_c$ (see equation (51)) to the right hand side, leading to the symmetric structure of equation (49). As can be seen from equation (54), the consideration of frictional sliding and therefore the associated consistency condition (equations (22) and (23)) render equation (49) nonlinear with respect to the nodal values of the contact pressure, $\bar{f}$; further, because of the dynamically evolving frictional strength of the fault (equation (24)), equation (49) is also nonlinear with respect to the nodal values of the slip-induced displacement, $d$. For the coseismic dynamic rupture, the formulations show that the fluid effect enters not the mass,
damping, or stiffness matrices of the system but only the equivalent external nodal force, albeit in different manners when being resolved as pore pressure effect or poroelastic effect.

Finally, \( C^R \) in equation (49) is an artificially introduced viscous damping matrix to suppress spurious oscillations of high frequencies. Here we employ the classical mass- and stiffness- proportionate damping matrix, known as the Rayleigh damper (see, e.g., Duan & Oglesby, 2006; Liu & Gorman, 1995), which reads

\[
C^R = aM + bK
\]

where \( a \) and \( b \) are the Rayleigh damping coefficients.

Solving equation (49) gives the nodal displacement, along with the nodal particle velocity and acceleration. The stress at each time step can be calculated according to

\[
\sigma_s = C_u B \dd
\]

### 3.3. Fully Discrete Form

The solution to equation (49) is advanced in time using a finite difference discretization method. Most earthquake rupture models opt for an explicit time stepping scheme (e.g., Aagaard et al., 2013; Duan & Oglesby, 2006; de la Puente et al., 2009), therefore are subjected to the well-known Courant-Friedrichs-Lewy (CFL) constraint (Courant et al., 1928). Here we opt for the following implicit method from the Newmark family (Newmark, 1959), which offers unconditional stability and second-order accuracy, to discretize equation (49) in time. Denoting \( \dd \) as \( \dd v \), \( \dd \lambda \), and \( \dd \alpha \), the discretization procedure is composed of the following three steps. First, predict the displacement and the particle velocity together with the contact pressure and its speed of change:

\[
\begin{align*}
\left( \begin{array}{c}
\dd v \\
\dd \lambda \\
\dd \alpha
\end{array} \right)_{n+1} &= \left( \begin{array}{c}
\dd v \\
\dd \lambda \\
\dd \alpha
\end{array} \right)_{n} + \frac{1}{2}\delta t \left( \begin{array}{c}
\dd v \\
\dd \lambda \\
\dd \alpha
\end{array} \right)_{n}
\end{align*}
\]

Second, solve the following nonlinear equation of a saddle-point structure for the updated particle acceleration together with the updated acceleration of change in the contact pressure:

\[
\begin{align*}
\begin{bmatrix}
M & 0 \\
0 & 0
\end{bmatrix} + \frac{1}{2}\delta t \begin{bmatrix}
C^A & C^R \\
0 & 0
\end{bmatrix} + \frac{1}{4}\delta t^2 \begin{bmatrix}
K & G^T \\
G & 0
\end{bmatrix} &= \begin{bmatrix}
\dd v \\
\dd \lambda
\end{bmatrix}_{n+1}
\end{align*}
\]

And third, update the particle velocity and the displacement together with the contact pressure and its speed of change:

\[
\begin{align*}
\left( \begin{array}{c}
\dd v \\
\dd \lambda \\
\dd \alpha
\end{array} \right)_{n+1} &= \left( \begin{array}{c}
\dd v \\
\dd \lambda \\
\dd \alpha
\end{array} \right)_{n} + \frac{1}{2}\delta t \left( \begin{array}{c}
\dd v \\
\dd \lambda \\
\dd \alpha
\end{array} \right)_{n+1}
\end{align*}
\]

In equations (58)–(60), \( \delta t \) is the time increment, subscripts \( (n) \) and \( (n + 1) \) indicate the current and the next time steps, respectively, and the cap “~” indicates intermediate predictions.
4. Linearization: The Subproblem in the Dynamic Regime

The detailed linearization procedure of the quasi-static subproblem is given in Jin and Zoback (2017). Here we focus on the dynamic subproblem only. The key step lies in solving equation (59) that is nonlinear. Here we implement the classic Newton-Raphson linearization scheme, which reads

$$\mathbf{J} \left( \zeta^{(n+1,k)}, \frac{\partial r}{\partial \zeta} \right) \left( \frac{\zeta^{(n+1,k+1)}}{\zeta^{(n+1,k)}} \right) = -\mathbf{R} \left( \zeta^{(n+1,k)}, \frac{\zeta^{(n)}}{\zeta}, dt \right)$$

(61)

where \(\mathbf{J}\) is the Jacobian matrix, \(\mathbf{R}\) is the residual vector, \(\zeta = (\mathbf{g}, \mathbf{a})^T\) is the collectively written unknown vector, and subscripts \((k)\) and \((k+1)\) indicates two successive Newton iteration steps.

The residual vector, which varies between the decoupled and coupled approaches, reads the following:

$$\mathbf{R}^{(n+1,k)} = \begin{pmatrix} \frac{\partial r^{(n+1,k)}}{\partial \mathbf{g}} \\ \frac{\partial r^{(n+1,k)}}{\partial \mathbf{a}} \end{pmatrix} = \begin{pmatrix} \mathbf{M} + \frac{1}{2} \mathbf{t} \left( \mathbf{C} + \mathbf{C}^T \right) + \frac{1}{4} \mathbf{t} \mathbf{t}^T \mathbf{K} \mathbf{G} \mathbf{G}^T \mathbf{t} \mathbf{t}^T & \frac{1}{4} \mathbf{t} \mathbf{t}^T \mathbf{G} \mathbf{G}^T \\ 0 & 0 \end{pmatrix} \begin{pmatrix} \mathbf{g} \\ \mathbf{a} \end{pmatrix}^{(n+1,k)}$$

(62)

in equations (63) and (64), \(\mathbf{g}^{(n+1,k)}\) and \(\mathbf{a}^{(n+1,k)}\) is obtained by substituting \(\mathbf{d}^{(n+1,k)}\) and \(\mathbf{f}^{(n+1,k)}\) into equation (54), leading to

$$\mathbf{F} \left( \mathbf{d}^{(n+1,k)}, \mathbf{f}^{(n+1,k)} \right)$$

(63)

with pore pressure effect and

$$\mathbf{F} \left( \mathbf{d}^{(n+1,k)}, \mathbf{f}^{(n+1,k)} \right)$$

(64)

with poroelastic effect.

In equations (63) and (64), \(\mathbf{g}^{(n+1,k)}\) and \(\mathbf{a}^{(n+1,k)}\) can be computed by substituting \(\mathbf{d}^{(n+1,k)}\) into equations (27) and (29), respectively. The former requires the calculation of \(\gamma^{(n+1,k)}\), which can be obtained from \(\mathbf{d}^{(n+1,k)}\) and \(\mathbf{f}^{(n+1,k)}\) according to equation (25).

The Jacobian matrix, computed at time step \((n+1)\) and Newton iteration step \((k)\), takes the form of

$$\mathbf{J}^{(n+1,k)} = \begin{pmatrix} \mathbf{J}_{11} & \mathbf{J}_{12} \\ \mathbf{J}_{21} & \mathbf{J}_{22} \end{pmatrix}^{(n+1,k)} = \begin{pmatrix} \frac{\partial \mathbf{R}^{(n+1,k)}}{\partial \mathbf{g}} & \frac{\partial \mathbf{R}^{(n+1,k,1)}}{\partial \mathbf{a}} \\ \frac{\partial \mathbf{R}^{(n+1,k,2)}}{\partial \mathbf{g}} & \frac{\partial \mathbf{R}^{(n+1,k,3)}}{\partial \mathbf{a}} \end{pmatrix}^{(n+1,k)}$$

(65)
Here the four block submatrices are given as

\[
J_{11}^{(n+1,k)} = \begin{pmatrix} M + \frac{1}{2} \delta t (C^A + C^k) + \frac{1}{4} \delta t^2 K \end{pmatrix} - \left\{ \frac{1}{4} \delta t^2 [\mathbf{N}]^T \mathbf{r} - \left( \frac{1}{2} - 2 \alpha_1^{(n+1,k)} \right) \mu_{\mu_{\mathbf{N}}} \mathbf{r} \right\} \mathbf{e}_1, \quad \left| g^{(n+1,k)} \right| \leq \frac{d_c}{\beta^{(n+1,k)}} \right) \]

\[
J_{12}^{(n+1,k)} = \frac{1}{4} \delta t^2 G - \left\{ \frac{1}{4} \delta t^2 [\mathbf{N}]^T \mathbf{r} - \left( \frac{1}{2} - 2 \alpha_1^{(n+1,k)} \right) \mu_{\mu_{\mathbf{N}}} \mathbf{r} \right\} \mathbf{e}_1, \quad \left| g^{(n+1,k)} \right| \geq \frac{d_c}{\beta^{(n+1,k)}} \right) \]

\[
J_{21}^{(n+1,k)} = J_{21} = \frac{1}{4} \delta t^2 \mathbf{G}^T \]

\[
J_{22}^{(n+1,k)} = J_{22} = 0 \]

In equations (66) and (67), \( \mathbf{1} \) is the unit identity with size equal to the size of \( J_{11} \) and \( J_{12} \), respectively, \( \mathbf{e}_1 \) is a vector containing unit subvectors specifying the direction of the nodal displacements, and \( \mathbf{Q} \) is defined for later use (section 6.2). The expression of \( \mathbf{e}_1 \) and some other intermediate expressions for arriving at the final Jacobian matrix are provided in section A2. Notice that the Jacobian matrix, which is asymmetric, is almost identical for the two approaches except for the block submatrix \( J_{11} \) in which the \( f \) reads

\[
f = \begin{cases} -p_f(t^*), & \text{pore pressure effect} \\ t_{\text{pres}}(t^*), & \text{poroelastic effect} \end{cases} \]

Within each time step, the Newton iteration is terminated when the following criteria, where \( \text{tol}_{\text{NR}} \) is a pre-defined tolerance, are met:

\[
\left\| R^{(n+1,k+1)} \right\|_2 \leq \text{tol}_{\text{NR}}, \quad \left\| \mathbf{a}_{\mu}^{(n+1,k+1)} \right\|_2 \leq 0.01 \left\| \mathbf{a}_{\mu}^{(n)} \right\|_2, \quad \left\| \mathbf{a}_{\delta}^{(n+1,k+1)} \right\|_2 \leq 0.01 \left\| \mathbf{a}_{\delta}^{(n)} \right\|_2 \]

\[ (71) \]

5. Stabilization of Contact Pressure

Depending on the discretization scheme and the way of imposing the contact constraint, the semidiscrete form and, subsequently, the fully discrete form of the contact problem sometimes become a conical saddle point system. It typically arises from the following two combinations: (1) a standard dual finite element discretization scheme that is suitable for nongrowing contact surfaces, combined with the Lagrangian multiplier method that imposes the contact condition exactly, and (2) an extended finite element discretization scheme that can handle randomly propagating contact surface without remeshing, combined with either the Lagrangian multiplier method or the Penalty method, the latter imposing the contact condition approximately. The first combination results in a mixed-dimensional interpolation where the displacements and the contact pressure are interpolated in n-D and (n-1)-D, respectively, whereas the second combination leads to an equal-dimensional interpolation of both unknowns. Here our formulation falls within the first category, and the semidiscrete form equation (49) as well as the fully discrete form equation (59) are of a saddle point structure. The second category can be found in Liu & Borja (2010).

Irrespective of the combination of choice, the well-known Ladyženskaja-Babuška-Brezzi (LBB) compatibility condition (Babuška, 1973; Brezzi, 1974; Brezzi & Bathe, 1990; Ladyzhenskaya, 1969), also broadly referred to as the so-called discrete inf-sup condition, is necessary and sufficient for the well posedness of such problems. Satisfaction of the LBB condition requires careful selection of the discrete space and the associated
interpolation schemes for the primal variable (the contact pressure) and the dual variable (the displacement). For example, in the case of the second combination, the problem resembles that resulted from a mixed finite element discretization of a coupled poromechanical problem, therefore, one can opt for the classical Taylor-Hood family of stabilized finite element, in which the interpolation of the displacement is 1 order higher than that of the normal contact pressure, leading to an equal-dimensional mixed-order interpolation scheme.

Unfortunately, the seemingly intuitive equal-low-order interpolation pair violates the LBB condition; consequently, pronounced numerical instability occurs in the form of spurious oscillation in the contact pressure. To overcome this drawback, some stabilization techniques have been developed, typically through modifying the variational form of the contact constraint (equation (42)) and replacing the zero block submatrix (equation (69)) with a nonzero block matrix in order to satisfy a weaker LBB condition (Béchet et al., 2009; Liu & Borja, 2010). In a similar manner, this strategy is equally applicable to the coupled poromechanical problem of a single-porosity system (White & Borja, 2008) and a dual-porosity system (Choo & Borja, 2015). In a sense, the nonphysical oscillation in the (contact, fluid) pressure is numerically smeared to obtain a meaningfully smoothed solution. It is perhaps less trivial to be applied to the first set of combination as the interpolation is mixed dimensional. Hence, in our case, utilization of a stable Lagrangian space is essential.

The construction of a stable Lagrangian space is dependent on the discretization of the two surfaces of the discontinuity, including a node-on-surface discretization and a node-on-node discretization. In either case, it seems convenient and only logical to let the number of Lagrangian multipliers be identical to the number of nodes on either fault surface. However, it has been shown that in the case of node-on-surface discretization, such a choice, in general and irrespective of the order of interpolation, violates the LBB condition for a two deformable body contact problem (Solberg & Papadopoulos, 2005). Refining the discrete space for Lagrangian multipliers will exacerbate rather than suppress the oscillation. In contrast, utilizing a uniformly distributed subset of the fault nodes and, therefore, a reduced number of Lagrangian multipliers allows stability (and even passing the patch test to eliminate surface locking) even in the case of low-order interpolations of both field variables. In other words, to guarantee stability, the ratio of the number of fault nodes on either fault surface to the number of Lagrangian multipliers should be above 1, and the optimal ratio is shown to be 2. One obvious choice is then to let the nodes for Lagrangian multipliers coincide with every two fault nodes on either contact surface and utilize linear interpolation. This requires the fault to be discretized into an even number of segments \( n_f \) is an odd number, see Figure 3, and the ratio is \( 2n_f/(n_f + 1) \approx 2 \), providing a near optimal ratio. This approach involves more complicated integration procedures when calculating equation (53). An alternative, as is adopted in this study, is to use a node-to-node discrete space on the two fault surfaces as naturally obtained from node splitting, together with a coincident discrete space for Lagrangian multipliers, such that \( m = n_f \) and that for any point on the fault

\[
N_f(\tau) = N_f(\tau)
\]

This approach satisfies the LBB condition as well as passes the patch test (El-Abbasi & Bathe, 2001).

### 6. Iterative Solver and Preconditioner

#### 6.1. Iterative Solver Selection

Upon assembly of the relevant matrices and vectors shown in equations (50)–(54), the major computational cost then arises from solving equation (61), which needs to be carried out for each time step shown by equation (59). In theory, the solution can be written in the form of

\[
\tau^+ = \frac{1}{2} \left( \frac{1}{\lambda^+} \right) \tilde{\tau}.
\]

The sparse nature of the Jacobian \( J \) typically precludes a direct computation of \( J^{-1} \). Instead, an iterative type of solver, typically from the nonstationary family of linear solvers, is required for memory efficiency and, more importantly, better accuracy in the solution. The selection of a suitable Krylov subspace iterative solver is dependent on the symmetry and positive definiteness of \( J \), see, for example, Wathen (2015) for comprehensive review. To this aim, we briefly underscore two specific points pertaining to our formulation. First, unlike the penalty method, the contact condition is imposed exactly via the Lagrangian multiplier method. This leads to a saddle point structure (also referred to as a KKT structure in optimization theories) of \( J \) in which \( J_{22} \) is a zero-constituent matrix. \( J \) is therefore indefinite, usually precluding the use of some most popular solvers like the conjugate gradient solver that requires the coefficient matrix to be symmetric and positive definite. Under simplified conditions, specifically, if the sliding is frictionless, then the problem is linear with a
symmetric coefficient matrix and can be solved by paring the conjugate gradient solver with some symmetric indefinite preconditioners, also referred to as the constraint preconditioners (e.g., Benzi & Wathen, 2008; Schöberl & Zulehner, 2007). Such an approach is adopted in some rupture code like FaultMod (Barall, 2009). Second, when accounting for friction, \( J \) becomes asymmetric and therefore rendering solvers like minimal residual and symmetric linear quadratic unsuitable, since both are only applicable to a symmetric, albeit, indefinite system. Additionally, the preconditioned \( J \) (section 6.2) generally becomes asymmetric, even if \( J \) and the preconditioner themselves are symmetric. We are therefore left with more general solvers like generalized minimal residual method (GMRES) and BiCGStab, both capable of handling an asymmetric and indefinite system. We refer to Barrett et al. (1994) for a comprehensive review as well as the algorithmic details of the aforementioned solvers. In this study, we opt for the GMRES solver over the BiCGStab solver as the former has an orthogonal Krylov subspace basis that provides optimal convergence behaviors (Benzi et al., 2005).

### 6.2. Preconditioner Design

Irrespective of the way of imposing the contact condition, the coefficient matrix arising from a contact problem is typically severely ill conditioned. Therefore, a preconditioner is required to accelerate (or even just allow for) convergence of the iterative solver. For example, Ferronato et al. (2008) designed a mixed constraint preconditioner for a canonical symmetric positive definite but ill-conditioned coefficient matrix arising from imposing the contact condition inexactly via the penalty approach. In our case, \( J \) is severely ill conditioned, due to first its saddle point structure, and, second, the radical contrast, among, for example, the \( L_2 \) norm, of the constituent submatrices, depending specifically on the size of the finite elements as well as the given material properties. Therefore, the system described by equation (59) needs to be preconditioned to gain better spectral properties favoring the convergence of our selected solver. We refer to Benzi et al. (2005) for a comprehensive review on preconditioners for saddle point systems. Specific to fault rupture problems, several preconditioners have been proposed and tested on the GMRES solver (Aagaard et al., 2013). These preconditioners are stationary (i.e., they do not vary throughout the problem) and are designed for a symmetric saddle point coefficient matrix for a quasi-static dislocation problem in the absence of fluid. Here we aim to design an efficient, physics-based and dynamically evolving preconditioner for the frictional dynamic rupture problem in the presence of fluid. We begin by constructing several algebraic preconditioners and subpreconditioners based on the entries of the Jacobian. We then test their performances, when paired with the GMRES solver, in solving the saddle point system arising from a frictional rupture problem in which the effect of fault fluid is reflected in the residual vector, before we subsequently determine a most effective preconditioner. Lastly, by drawing similarity between the quasi-static dislocation problem and the dynamic rupture problem at a given time step, both subjected to the same fault fluid effect (i.e., both have the same residual vector), we take the form of the selected preconditioner and customize it to the dynamic rupture problem by including the chosen time step and other matrices associated with the time-dependent terms.

A left-preconditioned saddle point system shown by equation (61) can be written in the following general canonical form:

\[
P^{-1} \begin{bmatrix} A & B_1^T \\ B_2 & 0 \end{bmatrix} \begin{bmatrix} Y_1 \\ Y_2 \end{bmatrix} = P^{-1} \begin{bmatrix} f \\ g \end{bmatrix}
\]

where \( P \) is the (left) preconditioner, and \( J \) is the Jacobian.

Ideally, \( P^{-1} = J^{-1} \) such that eigenvalues of the preconditioned coefficient matrix \( P^{-1}J \) are clustered around 1. The first step is then to choose the form of \( P \) such that it will best allow for this property. This can be achieved by exploring the block structure of \( J \), which, when the constituent block matrix \( A \) is nonsingular, admits the following \( LDU \) block triangular factorization:

\[
J = \begin{bmatrix} I & 0 & 0 \\ B_2A^{-1} & I & 0 \\ 0 & S & 0 \end{bmatrix} \begin{bmatrix} I & A^{-1}B_1^T \\ 0 & D \\ 0 & 0 \end{bmatrix}
\]

where \( L, D, \) and \( U \) are factorized matrices. Here, \( S \) is the so-called Schur complement of \( A \) in \( J \), which reads...
\[ S = -B_2 A^{-1} B_1^T \] (75)

We also define the following matrix as a variation of the diagonal matrix \( D \):

\[ D' = \begin{bmatrix} A & 0 \\ 0 & -S \end{bmatrix} \] (76)

Based on equation (74), several natural choices of \( P \) can be readily obtained. For example, White et al. (2016) summarized several preconditioners, both left and right, through different combinations of \( L, D, \) and \( U \), for a similar saddle point system arising from mixed finite discretization of coupled partial differential equations governing a poromechanical system. The right preconditioner, which is in an upper block-triangular form, has also been tested in the rupture problem (Aagaard et al., 2013). Further, as was summarized in Benzi and Wathen (2008), the use of \( D_0 \) instead of \( D \) leads to a diagonalizable preconditioned matrix that allows for excellent convergence behaviors of GMRES. Therefore, in constructing a left preconditioner \( P \), we choose a block-diagonal (indefinite) preconditioner:

\[ P_d = D' \rightarrow D_0^{-1} = \begin{bmatrix} A^{-1} & 0 \\ 0 & -S^{-1} \end{bmatrix} \] (77)

and a lower block-triangular (indefinite) preconditioner:

\[ P_t = LD' = \begin{bmatrix} A & 0 \\ B_2 & -S \end{bmatrix} \rightarrow P_t^{-1} = \begin{bmatrix} A^{-1} & 0 \\ S^{-1} B_2 A & -S^{-1} \end{bmatrix} \] (78)

Note that, in the above two equations, the use of \(-S\) instead of \(S\) could render \(P_t\) indefinite, and its inverse may not exist. Nonetheless, as will be shown shortly, this will not pose any problem in solving the preconditioned system using an iterative solver. As shown by equations (75)–(78), implementation of these two essentially idealized preconditioners requires the inverse \( A^{-1} \) and \( S^{-1} \), which are usually dense and may not be available. While preconditioner based on one-level Schur reduction has shown to be applicable to rupture problems (Aagaard et al., 2013), in practice, it is more economical to use the following subpreconditioner by replacing \( A \) and \( S \) with their respective approximations \( \hat{A} \) and \( \hat{S} \):

\[ P_j \leftarrow P_j/j = d, t \] (79)

Good choice of \( \hat{A} \) and \( \hat{S} \) are then central to the overall effectiveness of the preconditioners. Two commonly used approaches for obtaining \( \hat{A} \) are

\[ \hat{A} = \text{diag}(A) \] (80)

and

\[ \hat{A} = LL^T \] (81)

Equation (80) simply takes the diagonal components of \( A \) to construct \( \hat{A} \), while equation (81) performs the so-called incomplete Cholesky factorization, the details of which can be found in many standard texts.

The choice of \( \hat{S} \), on the other hand, is a less trivial task. One can of course circumvent the problem by simply replacing \( \hat{S} \) with a unit block matrix and reducing \( P_j/j = d, t \) into a so-called algebraic multigrid preconditioner, as has been tested in rupture problems (Aagaard et al., 2013). An alternative is to choose \( \hat{S} \) as the mass matrix scaled by an appropriate constant specific to the problem at hand, as has been tested in coupled poromechanical problems (White et al., 2016; White & Borja, 2011). Another approach, as is adopted here, is to retain the form of equation (75) and compute \( \hat{S} \) using the approximation \( \hat{A} \). This approach has been demonstrated efficient for coupled poromechanical problems (see, e.g., Castelletto et al., 2016; Ferronato et al., 2010). Here we apply it to the rupture problem. \( \hat{S} \) thus reads

\[ \hat{S} = -B_2 \hat{A}^{-1} B_1^T \] (82)
Therefore, we have the following four types of subpreconditioner that will be tested, as are listed in Table 1.

Before we select a most effective subpreconditioner for the dynamic rupture problem, we first test the four subpreconditioners on the saddle point system given by the time-independent part (i.e., excluding the first two terms on the left hand side) of equation (49), which describes a static or quasi-static dislocation problem; this is reasonable as the dynamic problem is equivalent to a sequence of static problems after time discretization; for simplicity, friction is also removed (i.e., $\mu_f = 0$) during the test. To this end, a simple model is constructed and discretized in space; the resulting linear system is preconditioned using the four subpreconditioners and solved with the GMRES solver with the same parameters; the normalized time for converging at the same tolerance is 0.01, 1.00, 0, and 0.87 for subpreconditioners No.1–No.4. We therefore adopt the block structure of subpreconditioner No.3 for constructing a counterpart for the dynamic problem. For a detailed description of this test, which is also calibrated against an analytical solution given by Pollard and Segall (1987), see the supporting information.

Finally, by extension, we arrive at the following nonstationary (left) subpreconditioner, specific to time step $(n + 1)$ and Newton iteration step $(k + 1)$, that is best suited for solving the dynamic rupture problem due to the same fluid effect (equation (61) using the GMRES solver.

$$\hat{P}_t^{(n+1,k)} = \begin{bmatrix} \begin{bmatrix} A^{(n+1,k)} \\ 0 \end{bmatrix} & 0 \\ B_2 & B_2 \begin{bmatrix} A^{(n+1,k)} \\ 0 \end{bmatrix}^{-1} B_1 \end{bmatrix}$$

(83)

Here by examining equations (56), (66)–(69), and (73)–(82), we obtain the following forms of the relevant matrices:

$$
\begin{aligned}
A^{(n+1,k)} &= (1 + \alpha_1)\text{lump}(M) +\alpha_1 \text{diag}(C^A) + (\alpha_1 b + \alpha_2) \text{diag}(K) \\
&= \begin{cases} \\
\text{diag} \left( Q^{(n+1,k)} \right), & |d^{(n+1,k)}| \leq d_c/2 \\
0, & |d^{(n+1,k)}| > d_c/2
\end{cases}
\end{aligned}
$$

(84)

$$
B_1^{T(n+1,k)} = J_2^{(n+1,k)}
$$

(85)

$$
B_2 = J_1
$$

(86)

In equation (84), $\alpha_1 = 0.53\dot{\delta}, \alpha_2 = 0.25\dot{\delta}^2$, the meaning of $Q^{(n+1,k)}$ is indicated in equation (66), and the operator lump performs lumping of a matrix by summing all the off-diagonal elements in a row to the corresponding diagonal element, such that

$$\text{lump}(M) = [M_i] = \sum_j M_{ij}
$$

(87)

While lumping of the mass matrix is usually used in conjunction with explicit time integration schemes or general economy (e.g., Duan & Oglesby, 2006), here, it is performed to maintain the diagonal dominancy of the approximation $A^{(n+1,k)}$.

Finally, within each Newton iteration step, the iteration of the GMRES solver is terminated when the relative residual of the preconditioned system, defined as below, reaches a predefined tolerance $tol_{GMRES}$.

$$
\begin{aligned}
&\|r_t^{(n+1,k)}\| = \left\| \begin{bmatrix} \hat{P}_t^{(n+1,k)} & -R^{(n+1,k)} \\ \hat{P}_t^{(n+1,k)} & -R^{(n+1,k)} \end{bmatrix}^{-1} \begin{bmatrix} J^{(n+1,k)}(\gamma^{(n+1,k+1)} - \gamma^{(n+1,k)}) \\ J^{(n+1,k)}(\gamma^{(n+1,k+1)} - \gamma^{(n+1,k)}) \end{bmatrix} \right\| \\
&\leq tol_{GMRES}
\end{aligned}
$$

(88)
7. Numerical Example

7.1. Model Setup, Parameters, and Procedures

The synthetic model setup for this numerical exercise is illustrated in Figure 4. A 200 m × 200 m domain is created and is embedded with a fault 50√2 m long and dipping at −45° at the domain center. The upper left and lower right fault tips are marked with "A" and "B". The positive and negative sides of the fault are marked with "+" and "−". Based on the definition of \( \mathbf{u}_f \) and \( \tau_f \) shown in Figure 1, \( \mathbf{u}_f = [1, 1]^T/\sqrt{2} \) and \( \tau_f \) is set as \([1, -1]^T/\sqrt{2}\). An injector is introduced at \([-25, 20] \) m to simulate fluid injection immediately near the fault. In the quasi-static regime, the Dirichlet and Neumann boundary conditions for both the fluid and the solid are the same as those designed in Jin and Zoback (2017). Specifically, the injection point is subjected to constant injection overpressure \( p_g \) for the fluid problem and zero displacement vector for the solid problem; the domain outer boundary is subjected to zero normal fluid flux for the fluid problem and zero traction vector for the solid problem. In the dynamic regime, the Lysmer damper is applied to the domain outer boundary for wave absorption (see section 2.5). The domain is discretized into 12,800 equal-sized linear and isosceles right triangular finite elements with a side length of 2.5 m; a total of 6,561 nodes are generated; the mesh perfectly conforms to the fault, discretizing it into 20 linear line elements (21 nodes). This mesh is used first for the quasi-static subproblem; it is then augmented in the dynamic regime with, (1) additional 21 nodes on the fault via nodal splitting (see Figure 3) to allow for fault slip, resulting in a dual-finite element mesh with 12,800 elements and 6,582 nodes, and (2) another 21 nodes for constructing the discrete Lagrangian space in a manner described in section 5. Note that our computational model is general with respect to the mesh and can operate on an unstructured mesh provided that it conforms to the fault.

For demonstration purposes, the following nominal parameters as are listed in Table 2 are used. In particular, the value of \( v_f \) in relation to \( v \) is based on Rice and Cleary (1976), as also can be found in Chang and Segall (2016a). The decoupled approach will be employed for including the pore pressure effect, and the coupled approach will be used to account for the poroelastic effect, and the results will be compared. They are hereinafter referred to as the case with pore pressure effect and the case with poroelastic effect, respectively.
In either case, the numerical solution to the quasi-static subproblem (section 2.3.1) is sought using our Jin and Zoback (2017) computational model. The details are not elaborated here. To provide some physical intuition, we calculate a quantity commonly known as the hydraulic diffusivity, defined as \( k / (\eta \phi C) \) where \( k \) is the permeability along a certain direction, using the parameters provided in Table 2. This yields a \( 2.7 \times 10^{-3} \text{ m}^2/\text{s} \) initial matrix diffusivity along both \( x \) and \( y \) directions and a \( 6.7 \text{ m}^2/\text{s} \) initial fault tangential diffusivity. Therefore, qualitatively speaking, the system is very diffusive. From \( \sigma_0 \), the initial stress state on the fault is calculated, leading to \( t_{\text{n}} = 5.9 \text{ MPa}, t_{\text{t}} = 2.6 \text{ MPa}, \) and \( CS(t = 0) = 0.94 \text{ MPa} \). By design, \( p_g \) is below \( t_{\text{n}} \) such that no hydraulic fracturing occurs. This is because we wish to model only mode-II failure. The time increment for the quasi-static subproblem is set to be 20,000 s.

In parallel to the quasi-static modeling, we track the evolution of \( CS \) for determining the transition into the dynamic regime following section 2.3.2. Once \( t^* \) is determined, the quasi-static modeling ceases. We then carry out the following few intermediate steps:

1. Extract \( p(x, t^*) \) as an input for computing \( \rho_{\text{mix}}(x, t^*) \); extract \( p_t(x, t^*) \), \( p_{\text{fr}}(x, t^*) \), and \( p_{\text{fr}}(x, t^*) \) as inputs for computing the external nodal force vector (equation (54)).
2. Compute \( \rho_{\text{mix}}(t^*) \) following equations (12)–(15) as an input for the mass matrix (equation (50)).
3. Compute \( \rho_{\text{mix}}(t^*), \nabla p(t^*), \) and \( \nabla p(t^*) \) as inputs for the Lsymer damper (equation (51)).
4. Compute all matrices and vectors stated by equations (50)–(54) and (56) for each finite element using the provided parameters.
5. Assemble all global matrices and vectors on the split-node finite element mesh (prepared in advance) following the standard subroutines.

### Table 2

**Model Nominal Parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value and unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_{\text{m}} )</td>
<td>initial matrix porosity</td>
<td>0.2499–0.2501, random</td>
</tr>
<tr>
<td>( \phi_{\text{f}} )</td>
<td>initial fault porosity</td>
<td>1</td>
</tr>
<tr>
<td>( C_m )</td>
<td>matrix compressibility</td>
<td>( 1.5 \times 10^{-9} \text{ Pa}^{-1} )</td>
</tr>
<tr>
<td>( C_f )</td>
<td>fault compressibility</td>
<td>( 1.5 \times 10^{-7} \text{ Pa}^{-1} )</td>
</tr>
<tr>
<td>( C_p )</td>
<td>fluid compressibility</td>
<td>( 5.1 \times 10^{-10} \text{ Pa}^{-1} )</td>
</tr>
<tr>
<td>( k_m )</td>
<td>matrix permeability tensor</td>
<td>([1 0; 0 1] \text{ mD} )</td>
</tr>
<tr>
<td>( b_0 )</td>
<td>fault initial hydraulic aperture</td>
<td>0.11 mm</td>
</tr>
<tr>
<td>( \eta )</td>
<td>fluid viscosity</td>
<td>( 10^{-3} \text{ Pa} \cdot \text{s} )</td>
</tr>
<tr>
<td>( p_g )</td>
<td>injection overpressure</td>
<td>5 MPa</td>
</tr>
<tr>
<td>( s )</td>
<td>external fluid source</td>
<td>0</td>
</tr>
<tr>
<td>( v )</td>
<td>drained Poisson’s ratio of the fluid-saturated solid</td>
<td>0.25</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Biot-Willis coefficient (for the coupled approach only)</td>
<td>0.8</td>
</tr>
<tr>
<td>( v_u )</td>
<td>undrained Poisson’s ratio of the fluid-saturated solid</td>
<td>0.30</td>
</tr>
<tr>
<td>( \rho_0 )</td>
<td>initial density of the fluid</td>
<td>( 1,000 \text{ kg/m}^3 )</td>
</tr>
<tr>
<td>( \rho_s )</td>
<td>density of the solid mineral</td>
<td>( 3,000 \text{ kg/m}^3 )</td>
</tr>
<tr>
<td>( \mu_s )</td>
<td>fault static frictional coefficient</td>
<td>0.600</td>
</tr>
<tr>
<td>( \mu_d )</td>
<td>fault dynamic frictional coefficient</td>
<td>0.400</td>
</tr>
<tr>
<td>( d_w )</td>
<td>slip-weakening distance</td>
<td>0.1 mm</td>
</tr>
<tr>
<td>( \sigma_0 )</td>
<td>boundary P wave absorption coefficient</td>
<td>1</td>
</tr>
<tr>
<td>( \alpha_0 )</td>
<td>boundary S wave absorption coefficient</td>
<td>1</td>
</tr>
<tr>
<td>( a )</td>
<td>Rayleigh damping coefficient</td>
<td>2</td>
</tr>
<tr>
<td>( b )</td>
<td>Rayleigh damping coefficient</td>
<td>( 2.0 \times 10^{-3} ) (within ( t_e ), equation (89)) ( 2.0 \times 10^{-5} ) (beyond ( t_e ), equation (89))</td>
</tr>
<tr>
<td>( \delta t )</td>
<td>time increment for the dynamic problem</td>
<td>0.1 ms</td>
</tr>
<tr>
<td>tolNR</td>
<td>Newton-Raphson solver convergence tolerance</td>
<td>( 1.0 \times 10^{-6} )</td>
</tr>
<tr>
<td>tolGMRES</td>
<td>GMRES solver convergence tolerance</td>
<td>( 1.0 \times 10^{-9} )</td>
</tr>
<tr>
<td>( E )</td>
<td>Young’s modulus of the solid</td>
<td>40 GPa</td>
</tr>
<tr>
<td>( \sigma_0 )</td>
<td>initial (background) effective stress tensor</td>
<td>([6.0–2.7; −2.7 11.2] \text{ MPa} )</td>
</tr>
</tbody>
</table>
6. Determine the slip direction from equation (21), which yields $z = [-1, 1]^T/\sqrt{2}$ as the unit slip direction vector on the negative side.

Upon completion of the above steps, we then seek for the numerical solution of the dynamic subproblem following the detailed procedures shown in sections 3.3 and 4–6. In this study, we do not explicitly model the nucleation period of quasi-static slip that precedes the dynamic rupture under slip weakening and fluid overpressure (Garagash & Germanovich, 2012). Instead, we artificially nucleate the rupture by prescribing a small increment $\Delta t_r$ (i.e., overstress) to the fault shear traction (e.g., Galis et al., 2014). Specifically, $\Delta t_r$ is superposed onto $t_d$ in the case with pore pressure effect and $t_d + t_{p\gamma}(x, t')$ in the case with poroelastic effect. We also smooth $\Delta t_r$ in time following some standard procedures (e.g., Duru & Dunham, 2016). It reads

$$
\Delta t_r = \Delta t_{r0} \begin{cases} 
\exp \left( \frac{\left(t_d - t_c\right)^2}{t_c (t_d - 2t_c)} \right), & 0 < t_d < t_c \\
1, & t_d \geq t_c
\end{cases} \quad (89)
$$

where $t_c$ is a finite time interval over which the overstress is smoothed, $t_d = t - t^*$ is the elapsed time since the beginning of the rupture, and $\Delta t_{r0}$ is the maximum magnitude of the overstress. In either case, we choose $t_c = 0.004$ s and $\Delta t_{r0} = 0.1$ MPa for meaningful comparisons.

In space, the overstress is enforced on both sides of the fault over a finite nucleation patch around the location on the fault where the Coulomb stress first reaches 0 (hypocenter). Here we prescribe the overstress over the so-called critical patch size (i.e., minimum earthquake size) for physical instability (i.e., nucleation), which is given by

$$
L_c = \frac{E_d c}{2(1 + \nu_u)(1 - \nu_u)(\mu_t - \mu_d)} \begin{cases} 
\frac{1}{\min(t_{0n} - p_f(x, t^+))}, & \text{pore pressure effect} \\
\frac{1}{\min(t_{fn} + p_{\gamma}(x, t^+))}, & \text{poroelastic effect} 
\end{cases}, \quad x \in \partial f \quad (90)
$$

Equation (90) is adapted from the classic expression of the critical patch size for an in-plane (plane strain) fault shear problem under slip weakening and with homogenous peak and residual strengths along the fault; the expression is independent of the initial fault stress (e.g., Dunham, 2007; Uenishi & Rice, 2003). In our case, we use the undrained Poisson’s ratio; because of the heterogeneity in the pore pressure and the poroelastic stress on the fault, we use the minimum difference between the peak and the residual strengths, leading to a conservative estimation of $L_c$. Note that to implement the nucleation numerically, one needs only to slightly modify the residual vectors (equations (63) and (64)); the Jacobian matrices (equations (65)–(69)) remain unchanged. Preliminary tests reveal that a slip-weakening distance $d_s$ down to 0.1 mm can be sufficiently resolved to allow for the nucleation in the two cases with the fluid effect. We also note that the selection of element size allows for sufficiently resolving the slip-weakening zone (i.e., cohesive zone), which is recommended to be at least 4 times the element size (Day et al., 2005). In our case, this ratio is approximately 4 and 9, respectively, for the cases with pore pressure effect and poroelastic effect.

As for the time increment, notice that we have implemented an implicit time integration scheme, the CFL constraint (section 3.3), which reads $\delta t < \delta t_{\text{max}}/V_{fp}$ in the context of 1-D seismic wave propagation and is a necessary condition for convergence for any explicit time stepping scheme, is not required in our computational model. On the other hand, the stability criterion of the Newmark family method, which reads $\delta t \leq 2/(\omega T - \beta)$ where $\omega$ is the modal frequency and $\beta$ is an implementation-specific constant, can pose restrictions on the time increment. However, we have opted for $\beta = 1/4$ for the time discretization (see equations (58)–(60)) and the stability is unconditionally met irrespective of $\delta t$. In theory, our computational model permits the use of relatively large time steps (relative to a simulated duration of dynamic changes). In our example, given the small domain of focus and only a 50 ms simulated duration of seismic wave propagation (most waves get absorbed at the boundary when $t_d$ $>$ 50 ms), we set $\delta t$ at 0.1 ms.

To highlight the fluid effect, a reference case is also constructed to simulate a seismic event due to a typical tectonic loading path and without the fluid effect (i.e., no density alteration and no fluid modification to the
fault stress before rupture). For meaningful comparisons, the same model parameters \(2\), nucleation parameters in equations \((89)\) and \((90)\), and \(\delta\) are used. It turns out, however, the corresponding \(L_c\) resulted from \(d_c = 0.1\) mm is slightly insufficient to nucleate the rupture. We therefore use a marginally larger nucleation patch size, \(n_h \delta_{h,\min}\), where \(\delta_{h,\min} = 2.5\) m is the minimum finite element size and \(n_h\) is constant.

We find that \(n_h = 4\) suffices for nucleation. Outside the nucleation patch, a uniform driving shear stress \(0.0465\) MPa is prescribed on the rest of the fault.

Our computational model is centered around including the fluid effect into dynamic rupture. Currently, calibration of our full-physics model is perhaps not feasible due to the lack of other similar models. Nevertheless, to gain confidence in our numerical solutions, we calibrate a reduced version of our computational model by running the benchmark example \(tpv12-2d\) provided in the repository of the Southern California Earthquake Center/U.S. Geological Survey Spontaneous Rupture Code Verification Project (Harris et al., 2009). All fluid-related additions are removed from the fully discrete form of equations. Our solutions are compared with the \(aagaard.2\) solutions. Details of the calibration are provided in the supporting information.

7.2. Results

7.2.1. Quasi-Static Stress Path Toward Dynamic Failure

Figure 5 shows the quasi-static fluid effect in initiating the dynamic rupture, which is reflected differently for the case with pore pressure effect (Figure 5a) and the case with poroelastic effect (Figure 5b). In Figure 5a, the stress paths are straight, and the deviation from the initial reference state suggests the amount of pore pressure; in Figure 5b, however, the stress paths are bended owing to the development of additional poroelastic shear stress. The Coulomb stress of each fault element at each time step, as calculated from equation \((5)\) in Figure 5a and equation \((6)\) in Figure 5b, is checked, and the initiation of the dynamic rupture is determined according to equations \((7)\) and \((8)\), leading to \(t^* = 55.56\) hr due to pore pressure effect and \(t^* = 183.33\) hr due to poroelastic effect. In either case, it is shown that the Coulomb stress of the finite element nearest the fault tip A (see Figure 4) reaches \(0\) first, and therefore, a finite-sized nucleation patch is prescribed on the fault near this element following the procedures described in section 7.1. Figures 5a and 5b also evidently show that the delayed poroelastic triggering is due to the nonlinear stress path (associated with, e.g., the fault tip A) that is bended away from the static failure line starting around \(28\) hr.

7.2.2. Pressure and Stress at \(t^*\)

Figure 6 shows the spatial distribution of the fluid pressure change (Figures 6a and 6c) and of the Coulomb stress (Figures 6b and 6d) in the bulk and at the onset of rupture, \(t^*\), in the case with pore pressure effect (Figures 6a and 6b) and the case with poroelastic effect (Figures 6c and 6d). For the latter case, the corresponding poroelastic fields at \(t^*\) are detailed in Figure 7. Figures 6a and 6c serve as inputs for calculating the density, \(\rho_{mix}(x, t^*)\), of the fluid-saturated solid at \(t^*\), which is a critical input for the subsequent dynamic rupture modeling; for the case with poroelastic effect, a poroelastic displacement field is further required (see

\[\text{Figure 5. Quasi-static stress paths toward dynamic shear failure. (a) The case with pore pressure effect and (b) the case with poroelastic effect. The initial reference stress state is indicated by the black dots, which is homogenous along the fault, and the time since the beginning of injection is indicated by the color. In both Figures 5a and 5b, 20 stress paths corresponding to the centers of 20 fault elements are plotted, showing heterogeneity along the fault. The distance along the fault is measured from fault tip A to B shown in Figure 4. The shear failure lines (peak strength of the fault) are not shown.}\]
Due to poroelastic coupling, the distributions of the pressure and the Coulomb stress at the time of rupture onset are radically different between the two cases. Specifically for the Coulomb stress, the difference is attributed to not only different changes in the effective normal stress (Figures 7b and 7c) but also the additional shear stress (Figure 7d). On the fault, the fluid pressure and the fault normal traction and shear traction are extracted for the dynamic rupture modeling, as described in section 7.1. Details on the evolution of the fluid pressure and the Coulomb stress in both cases are provided in the supporting information.

Figure 7 shows the spatial distribution of the poroelastic displacement (Figure 7a) and the associated stress tensor (Figures 7b–7d) at \( t^* \). Notice that the injector is fixed in both \( x \) and \( y \) directions, and the outer boundary is subjected to a zero-traction boundary condition (Figure 4) in this example. Although not plotted here, results from earlier time steps reveal that the displacement is most prominent in the area immediately off and surrounding the injector, exhibiting a radial outward expansion; correspondingly, the poroelastic normal stresses are also radially symmetric with respect to the injector and the poroelastic shear stress distributes in symmetric quadrants. However, due to the presence of the highly diffusive fault, the radial pattern changes progressively toward what is shown by Figure 7, where the domain expands outward away from the fault that behaves as a line source (Figure 7a), and the stress tensor is \( bended \) toward
the fault (Figures 7b–7d). Notice also the asymmetry in the shear stress on the two sides of the fault in Figure 7d. Nevertheless, the poroelastic stress is the most prominent surrounding the injector and second near the fault. Details on the evolution of the three components of the poroelastic stress tensor are provided in the supporting information.

7.2.3. Mixture Density at $t^*$
Figure 8a shows the spatial distribution of the initial reference density, $\rho_{\text{mix}}(x)$, of the fluid-solid mixture, calculated according to equations (12)–(15) by setting the pressure change $\Delta p(x, t^*)$ to zero in equation (13) and by using the first equation in equation (14). The porosity provided in Table 2 is generated following a uniform random distribution between 0.2499 and 0.2501, leading accordingly to the uniform random distribution of $\rho_{\text{mix}}(x)$ between 2,499 and 2,501 kg/m$^3$. The relative change at $t^*$, that is, $\rho_{\text{mix}}(x, t^*) - \rho_{\text{mix}}(0)$, in the cases with pore pressure effect and in the case with poroelastic effect, is shown by Figures 8b and 8c, respectively, where $\rho_{\text{mix}}(x, t^*)$ is again calculated from equations (12) to (15). In both cases, the mixture density undergoes a reduction most noticeably surrounding the injector and near the fault; the distribution of the relative change correlates with the change in the fluid pressure shown in Figures 6a and 6c. Notice that, however, in the latter, the pore volume expansion is due to jointly the pore pressure increase and the poroelastic dilatation shown in Figure 7a.

7.2.4. Coseismic Dynamic Rupture and Wave Propagation
Our computational model exhibits excellent convergence behaviors, see section A3. Figures 9–11 depict the rupture process and the associated spatial-temporal evolution of the coseismic wavefield, specifically, the
magnitude of the particle velocity, from three stages, including an early stage between 4 and 8 ms (Figure 9), an intermediate stage between 11 and 24 ms (Figure 10), and a later stage between 25 and 45 ms (Figure 11). In Figures 9–11, the reference case is shown on the left (Figures 9a–9d, 10a–10d, and 11a–11d), the case with pore pressure effect is shown in the middle (Figures 9e–9h, 10e–10h, and 11e–11h), and the case with poroelastic effect is shown on the right (Figures 9i–9l, 10i–10l, and 11i–11l). From Figures 9a to 9d, one observes a complete rupture nucleation process in the reference case, where the reverberations over the prescribed nucleation patch decay with time while the rupture front develops and becomes increasingly visible. Comparing Figures 9e and 9i with Figure 9a, one sees that in the two cases with the fluid effect, the required nucleation patch is smaller in size and the nucleation process appears to be longer in time. This is especially the case in the case with poroelastic effect. Nevertheless, once the rupture front picks up, the waves associated with the rupture are significantly stronger in the two cases with the fluid effect, as can be seen from Figures 9f to 9h and 9j to 9l when compared to Figures 9b–9d. In particular, the case with pore pressure effect sees the strongest waves and the case with poroelastic effect yields intermediate results. Such differences manifest themselves as the rupture continues along the rest of the fault (Figure 10) and when the rupture reaches the end of the fault and the wave continues into the rest of the domain (Figure 11). In terms of the rupture velocity, we observe that the rupture propagates at the sub-Rayleigh speed (for the most part) in the reference case but at supershear speed in the two cases.

Figure 8. Snapshot of the spatial distribution of the density of the fluid-solid mixture (the fluid-saturated solid). (a) The initial reference state before injection and (b and c) change in the mixture density relative to Figure 8a in the case with pore pressure effect and in the case with poroelastic effect, plotted at their respective t*. In Figure 8a, the density is random, as calculated from the random distribution of the porosity. In both Figures 8b and 8c, cool color indicates reduction whereas warm color indicates increase; here the mixture density decreases in the area surrounding the injector and the highly diffusive fault, due to an increase in the pore volume and the fluid volumetric fraction (a decrease in the solid volumetric fraction).
Figure 9. Snapshots of the spatial distribution of the magnitude of the particle velocity at four selected time steps from the early stage of the dynamic modeling showing the nucleation process and rupture front development. The time indicated at the top of each plot refers to $t_d$ (see equation (89)). (a–d) The reference case, (e–h) the case with pore pressure effect, and (i–l) the case with poroelastic effect.
Figure 10. Snapshots of the spatial distribution of the magnitude of the particle velocity at four selected time steps from the intermediate stage of the dynamic modeling showing rupture propagation along the fault. The time indicated at the top of each plot refers to $t_d$ (see equation (89)). (a–d) The reference case, (e–h) the case with pore pressure effect, and (i–l) the case with poroelastic effect.
Figure 11. Snapshots of the spatial distribution of the magnitude of the particle velocity at four selected time steps from the later stage of the dynamic modeling showing the wave propagation into the rest of the domain. The time indicated at the top of each plot refers to $t_d$ (see equation (89)). (a–d) The reference case, (e–h) the case with pore pressure effect, and (i–l) the case with poroelastic effect. Notice the absorption of the waves at the domain boundary, in particular Figures 11h and 11l.
with the fluid effect; in particular, the case with pore pressure effect sees the fastest rupture velocity that is near the average $P$ wave velocity at the onset of rupture, $V_p(t^*)$ (see equation (30)), and the case with poroelastic effect sees a rupture velocity between $V_p(t^*)$ and $V_s(t^*)$. The modeled radiation patterns of both the sub-Rayleigh shear and the supershear resemble some laboratory observations (Xia et al., 2004). Figures 10d, 10f, and 10k, in particular, show the wavefield at the time when the rupture tip reaches the end of the fault in each case. Interestingly and specific to the reference case, Figure 10d captures a transition from the sub-Rayleigh rupture to the supershear rupture, as has also been documented by laboratory studies (e.g., Xia et al., 2004) and numerical exercise (Gabriel et al., 2012). The details on the rupture velocity and the rupture style, which are highly dependent on the stress profile along the fault (section 1), among other factors, are not elaborated here but will be presented in our following paper. Nonetheless, the above observations highlight the critical importance of preserving the fluid effect in the dynamic modeling of induced seismic events. For a view of more time slices, see the supporting information.

### 7.2.5. Slip-Induced Displacement

Figure 12 shows the spatial distribution of the fault-tangential component ($u_\tau$) at the end of the dynamic modeling, in the reference case (Figures 12a and 12b), the case with pore pressure effect (Figures 12c and 12d), and the case with poroelastic effect (Figures 12e and 12f). (a, c, and e) Fault tangential component along $\tau$, and (b, d, and f) fault normal component along $n$. In all figures, warm color and cool color indicate positive and negative values, respectively. The time indicated at the top of each plot is $t_d$.

Figure 12. Snapshots of the spatial distribution of the slip-induced displacement, $u_s$, at the end of the dynamic modeling, in the reference case (Figures 12a and 12b), the case with pore pressure effect (Figures 12c and 12d), and the case with poroelastic effect (Figures 12e and 12f). (a, c, and e) Fault tangential component along $\tau$, and (b, d, and f) fault normal component along $n$. In all figures, warm color and cool color indicate positive and negative values, respectively. The time indicated at the top of each plot is $t_d$. Note that the superposition of Figures 12e and 12f onto Figure 7a gives the final displacement in the case with poroelastic effect.
8. Summary and Conclusion

We have developed a model of coseismic fully dynamic spontaneous fault rupture resulted specifically from the preseismic quasi-static loading exerted by fluid perturbations in a faulted porous medium. The fluid effect was resolved using our Jin and Zoback (2017) model, in a fluid-solid decoupled manner as solely the pore pressure effect and in a fluid-solid fully coupled manner as the poroelastic effect. The latter has not been included in current dynamic rupture models. In our work the poroelastic effect is carried over into the dynamic regime for the first time: it enters the model formulation through (1) the fault boundary condition (i.e., the consistency condition) by modifying the fault traction at the onset of rupture and (2) the fluid-solid mixture density by changing the fluid and solid volumetric fractions. The former has a fundamental control of the rupture style, rupture velocity, and coseismic waves, and the latter is critical for a fully dynamic system with inertia. The above two, together with the time of transition from the quasi-static regime to the fully dynamic regime as well as the location on the fault where the rupture nucleates, necessitate a careful modeling of the spatial-temporal evolution of the pressure, deformation, and stress in the quasi-static regime. In the dynamic regime, the other modeled physics includes fault slip weakening, Rayleigh damping within the bulk, and absorbing boundaries. The fault surface contact constraint was imposed exactly (as opposed to approximately) via the Lagrangian multiplier method.

As for seeking numerical solutions, we referred the readers to our Jin and Zoback (2017) computational model for the quasi-static subproblem; in the presented work, we focused exclusively on the discretization of the dynamic model and the development of computational procedures. The dynamic subproblem was discretized and interpolated in space using a split-node finite element method; a discrete Lagrangian space coinciding with the discretized fault was constructed for interpolating the Lagrangian multiplier while allowing for inf-sup stability. In time, the model was discretized using an implicit and unconditionally stable Newmark family finite difference method. This use of this method removes the CFL constraint and allows for relatively large time steps; however, it also renders the problem highly nonlinear in the presence of slip weakening. We therefore developed a Newton-Raphson solver for solving the fully discrete nonlinear system, which no longer exhibits a symmetric block structure as is typically resulted from most explicit rupture models. Accordingly, we opted for a GMRES iterative solver for solving the final linearized system. To accelerate the convergence, we have also developed a novel physics-based nonstationary preconditioner, which takes outputs from the dynamically evolving Jacobian submatrix and is further approximated with a subpreconditioner. Through numerical formulation, we demonstrated the importance of considering the fluid effect as it systematically modifies the discretized system and the preconditioner and in different manners when being resolved as pore pressure effect or poroelastic effect.

Our Jin and Zoback (2017) computational model provides a tool to examine the triggering mechanism of fluid-induced seismicity in faulted porous media. The computational model presented here is complementary and offers an avenue to study the associated dynamic rupture process. We have demonstrated that the fluid effect can fundamentally alter the coseismic rupture style and wavefield. In our numerical example, the rupture can propagate at supershear speed rather than sub-Rayleigh speed, and the associated wavefield can be significantly stronger in amplitude and dramatically different in radiation pattern than that without including the fluid effect; a more profound postrupture displacement field is also observed. Such findings have important implications for distinguishing induced earthquakes from natural tectonic events. Additionally, we have shown that by resolving the fluid effect as either pore pressure effect or poroelastic effect can lead to marked differences in not only the time of onset of rupture but also, more importantly, the coseismic dynamic changes. For instance, the presented numerical example indicates that by resolving the fluid effect as pore pressure effect rather than poroelastic effect can potentially lead to an overprediction in the rupture speed and the magnitudes of the particle velocity and the postrupture displacement. This therefore highlights the importance of accurately resolving the fluid effect in studying fluid-induced earthquakes. The presented numerical example serves as a simple illustration on the importance of considering the fluid effect. We are currently utilizing this computational model to study in detail the possible impact of fluid effect on coseismic rupture style (particularly, supershear rupture) and its sensitivity to mixture density, fault fluid pressure, and fault poroelastic stress. Finally, we point out that the same computational model can also be applied to study depletion-induced earthquakes that are commonly observed in hydrocarbon reservoirs.
Nomenclature

1. Domain, boundary and fault
   \( \Omega, \Omega_m, \Omega_f \)  
   \( \partial \Omega \)  
   \( \partial \Omega_p, \partial \Omega_v \)  
   \( \partial \Omega_u, \partial \Omega_t \)  
   \( \partial f, \partial f^+ \)  
   \( n, \tau \)  
   \( n^\pm_f, \tau^\pm_f \)  
   \( n_f, \tau_f \)  
   \( e_1, e_2 \)  

2. Time
   \( t \)  
   \( t^* \)  
   \( t_d \)  
   \( t_c \)  

3. Fluid
   \( \rho \)  
   \( \rho_f \)  
   \( \rho_{o,f} \)  
   \( \phi, \phi_f \)  
   \( \phi_{o,m}, \phi_{o,f} \)  
   \( \Phi \)  
   \( \Phi_{o,m}, \Phi_{o,f} \)  
   \( \eta \)  
   \( \kappa \)  
   \( \sigma_{o,f} \)  
   \( \nu, \nu_0 \)  
   \( \gamma \)  
   \( \chi \)  
   \( \Omega \)  
   \( \sigma_{o,m}, \sigma_{o,f} \)  
   \( \sigma_{o,m,f} \)  
   \( \sigma_{o,s} \)  
   \( \sigma_{o,s} \)  

4. Solid (general)
   \( E \)  
   \( \rho_s \)  
   \( \mu_{sd} \)  
   \( d_c \)  
   \( \gamma \)  
   \( \delta \)  
   \( \beta \)  
   \( \alpha \)  
   \( \sigma_0 \)  
   \( \sigma_{o,s} \)  
   \( \Lambda_0 \)  
   \( C_{m}, \sigma_{o,m}, \sigma_{o,f} \)  
   \( C_{u} \)  
   \( C_{f} \)  

5. Solid (preseismic, drained)
   \( \nu \)  
   \( \sigma_{o,m} \)  
   \( \sigma_{o,f} \)  
   \( \sigma_{o,m} \)  
   \( \sigma_{o,s} \)  

6. Solid (coseismic, undrained)
   \( \nu_u \)  
   \( \rho_{mix} \)  
   \( \rho_{mix} \)  
   \( \sigma_{u} \)  
   \( \mu_{f} \)  
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slip-induced Cauchy total stress tensor on the two sides of the fault, Pa

\( \mathbf{t} \) slip-induced traction vector on the two fault surfaces, Pa

\( \mathbf{t} \) slip-induced traction vector on the fault, defined as \( \mathbf{t} = \mathbf{n} \cdot \mathbf{t} \), Pa

\( \mathbf{d} \) slip-induced normal traction on the fault (contact pressure), Pa

\( \mathbf{u} \) slip-induced shear traction on the fault, Pa

\( \mathbf{u} \) slip-induced coseismic displacements, m

\( \mathbf{u} \) slip-induced coseismic displacements on the two fault surfaces, m

\( \mathbf{f} \) fault slip vector, m

\( \mathbf{v} \) an equivalent traction vector on the absorbing boundary, Pa

\( \mathbf{V}_p, \mathbf{V}_s \) average P and S wave velocities in the fluid-saturated solid, m/s

\( a, b \) Rayleigh damping coefficients, [-]

\( \Delta \mathbf{t}, \Delta \mathbf{t}_0 \) (shear) overstress for nucleation and its maximum value, Pa

\( L_c \) critical patch size for nucleation, m

7. Coupling

\( \alpha \) Biot-Willis coefficient, [-]

8. Variational formulation, discretization, and Newton iteration

\( \mathbf{b} \) virtual contact pressure, virtual displacement

\( \mathbf{c} \) nodal virtual contact pressure, nodal virtual displacement

\( \mathbf{d} \) nodal contact pressure (Lagrangian multiplier), nodal displacement

\( \mathbf{v} \) intermediate predictions of \( \mathbf{v} \)

\( \mathbf{z} \) speed of change in the nodal contact pressure and the nodal particle velocity

\( \mathbf{z} \) intermediate predictions of \( \mathbf{z} \)

\( \mathbf{a} \) acceleration of change in the nodal contact pressure and the nodal particle acceleration

\( \mathbf{\dot{N}} \) a collectively written unknown vector, \( (\mathbf{z}, \mathbf{a}) \)

\( \mathbf{N} \) interpolation function associated with 2-D elements

\( \mathbf{J}_1, \mathbf{J}_2, \mathbf{J}_{11}, \mathbf{J}_{12}, \mathbf{J}_{21}, \mathbf{J}_{22} \) Jacobian submatrices

\( \mathbf{R} \) residual vector

\( \mathbf{R} \) residual subvectors

\( \mathbf{Q} \) an intermediate output matrix from the Jacobian as an input for the preconditioner

\( \mathbf{d} \) a vector composed of unit subvectors specifying the direction of nodal displacements

\( \mathbf{t} \) time increment for the dynamic rupture subproblem, s

\( \text{tolNR} \) Newton-Raphson solver convergence tolerance

\( (n), (n+1) \) subscripts indicating current and next time steps

9. Preconditioner and linear iterative solver

\( \mathbf{A}, \mathbf{B}_1, \mathbf{B}_2 \) (1,1), (1,2), and (2,1) block submatrices of the coefficient matrix subjected to preconditioning

\( \mathbf{L}, \mathbf{D}, \mathbf{U} \) matrices obtained from a standard block triangular \( \mathbf{LDU} \) factorization

\( \mathbf{S} \) Schur complement

\( \mathbf{A}, \mathbf{S} \) approximations of \( \mathbf{A} \) and \( \mathbf{S} \)

\( \mathbf{D} \) a variation of \( \mathbf{D} \)

\( \mathbf{P}, \mathbf{P}_d, \mathbf{P}_t \) preconditioner, block-diagonal preconditioner, block-triangular preconditioner

\( \mathbf{P}_d, \mathbf{P}_t \) block-diagonal subpreconditioner, block-triangular subpreconditioner

\( \mathbf{r} \) relative residual of the preconditioned system

\( \text{tolGMRES} \) GMRES solver convergence tolerance
Appendix A

A1. Finite Element Discretization Matrices and Vectors

$\mathbf{N}$ is defined in $x$, while $N_2$ and $N_3$ are defined along the fault tangential direction. The relevant element-wise matrices take the following forms:

$$
\mathbf{N} = \begin{bmatrix}
N_1(x) & 0 & N_2(x) & 0 & N_3(x) & 0 \\
0 & N_1(x) & 0 & N_2(x) & 0 & N_3(x)
\end{bmatrix}
$$

(A1)

$$
\mathbf{N}_f = (N_{11}(r), N_{12}(r))
$$

(A2)

$$
\mathbf{N}_l = (N_{11}(r), N_{12}(r))
$$

(A3)

$$
\mathbf{B} = \begin{bmatrix}
N_{1x} & 0 & N_{2x} & 0 & N_{3x} & 0 \\
0 & N_{1y} & 0 & N_{2y} & 0 & N_{3y}
\end{bmatrix}
$$

(A4)

The undrained elastic stiffness matrix under a plane strain condition reads

$$
\mathbf{C}_u = \frac{E}{(1 + \nu_u)(1 - 2\nu_u)} \begin{bmatrix}
1 - \nu_u & \nu_u & 0 \\
\nu_u & 1 - \nu_u & 0 \\
0 & 0 & (1 - 2\nu_u)/2
\end{bmatrix}
$$

(A5)

The element-wise displacement and normal contact pressure (Lagrangian multiplier) take the following forms

$$
\mathbf{d} = (d_1, d_2, d_3, d_4, d_5, d_6)^T
$$

(A6)

$$
\mathbf{f} = (f_1, f_2)^T
$$

(A7)

A2. Details on Deriving The Jacobian Submatrices

In deriving the Jacobian submatrices according to equation (65), the following expressions are encountered during the intermediate steps.

$$
\frac{\partial \mathbf{E}(\mathbf{d}^{(n+1,k)}, \mathbf{p}^{(n+1,k)})}{\partial \mathbf{d}^{(n+1,k)}} = \frac{\partial \mathbf{E}(\mathbf{d}^{(n+1,k)}, \mathbf{p}^{(n+1,k)})}{\partial \mathbf{d}^{(n+1,k)}} \frac{\partial \mathbf{d}^{(n+1,k)}}{\partial \mathbf{d}^{(n+1,k)}}
$$

(A8)

$$
\frac{\partial \mathbf{E}(\mathbf{d}^{(n+1,k)}, \mathbf{p}^{(n+1,k)})}{\partial \mathbf{d}_{i}^{(n+1,k)}} = \frac{\partial \mathbf{E}(\mathbf{d}^{(n+1,k)}, \mathbf{p}^{(n+1,k)})}{\partial \mathbf{d}_{i}^{(n+1,k)}} \frac{\partial \mathbf{d}_{i}^{(n+1,k)}}{\partial \mathbf{d}_{i}^{(n+1,k)}}
$$

(A9)

$$
\frac{\partial |\mathbf{d}|}{\partial \mathbf{d}} = \frac{\partial}{\partial \mathbf{d}} \left[(\mathbf{d} \cdot \mathbf{d})^{1/2}\right] = \frac{1}{2} (\mathbf{d} \cdot \mathbf{d})^{1/2} \left[\frac{\partial \mathbf{d}}{\partial \mathbf{d}} \frac{\partial \mathbf{d}}{\partial \mathbf{d}} + \frac{\partial \mathbf{d}}{\partial \mathbf{d}} \frac{\partial \mathbf{d}}{\partial \mathbf{d}}\right] = \frac{1}{2} (\mathbf{d} \cdot \mathbf{d})^{1/2} 2 \mathbf{d} = \frac{\mathbf{d}}{|\mathbf{d}|} = (\mathbf{e}_d)_{n \times 1}
$$

(A10)

$$
\frac{\partial \mathbf{d}^{(n+1,k)}}{\partial \mathbf{d}_{i}^{(n+1,k)}} = \frac{1}{4} \delta_{i}^{2} \mathbf{1}_{n \times n}
$$

(A11)

$$
\frac{\partial \mathbf{d}_{i}^{(n+1,k)}}{\partial \mathbf{d}_{i}^{(n+1,k)}} = \frac{1}{4} \delta_{i}^{2} \mathbf{1}_{m \times m}
$$

(A12)

For an element in contact with a fault element, $\mathbf{e}_d$ in equation (A10) is composed of three unit vectors specifying the direction of each node. For example, if the first two nodes are fault nodes and the third node is a matrix node, then $\mathbf{e}_d$ takes the form of...
where $\tau_{sx}, \tau_{sy}$ are the components of the slip vector, and $e_{3x}, e_{3y}$ are the components of the unit vector in the direction of the nodal displacement of the third node. In practice, $e_{3x}, e_{3y}$ need not to be known for computing equation (66) as the integration is performed along the fault element only.

From equations (65) and (A8)-(A12), one arrives at the final expressions of the Jacobian submatrices given by equations (66)-(69).

A3. Model Convergence in The Dynamic Regime

Our computational model exhibits excellent convergence behavior at two levels, including the outer Newton-Raphson solver and the inner preconditioned GMRES solvers (see sections 4 and 6), as shown in...
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Figure A1. The Newton-Raphson solvers converge within 15 iterations at earlier time steps and within 5 iterations toward the end of simulation, as shown by Figures A1a–A1c, where the y axis indicates the L2 norm of the residual vector (equation (62)). Figures A1d–A1f are examples of the convergence of the GMRES solver selected at the last Newton-Raphson iteration step within each time step; the y axis is the absolute residual, and the relative residual (equation (88)) is shown in Figures A1h–A1i; the use of the nonstationary preconditioner allows the convergence toward the predefined ultralow tolerance within 40 iterations.
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