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Abstract 
 

 

Reservoir compaction due to hydrocarbon production and pore pressure depletion is 

common in unconsolidated reservoirs worldwide.  Compaction may result in well failure, 

surface subsidence, and platform sinking.  Surface subsidence is the differential sinking of 

the Earth's surface with respect to the surrounding terrain. Subsidence occurs in many parts 

of the world, in some cases as much as tens of meters within the short period of a few 

decades. Examples of subsidence from Wilmington, California; Belridge, California; 

Ekofisk, the North Sea; Lake Maracaibo, Venezuela; and Groningen, the Netherlands, are 

well documented. 

There are four major implications of reservoir compaction and surface subsidence on the 

economic performance of a reservoir: (1) Reservoir compaction and surface subsidence are 

very common geohazards. They may result in well failure and platform sinking, which are 

very costly to repair. (2) For oil / gas fields located at low surface level, subsidence may pose 

severe environmental problems. (3) Porosity loss as a result of reservoir compaction may 

have a significant impact on the calculation of reserves. (4) In some low-pressure reservoirs, 

reservoir compaction is a major drive mechanism for petroleum production. 

In this path-finding study, we use InSAR to measure surface subsidence occurred in oil 

fields due to production, and investigate the applications and implications of reservoir 

compaction and surface subsidence in reservoir monitoring. Traditionally, reservoir 

monitoring is carried out through 4D seismic technique. In this thesis, we study how to use 

InSAR measured subsidence as an alternate or supplemental monitoring tool in addition to 

4D seismic.  Our major findings are the following: 

(1) For the traditional “geomechanics + flow simulation” workflow of subsidence 

prediction, InSAR provides massive data for validation. Previously, those types of 

predictions can only be validated at very few points where geodetic survey data are available. 

In Chapter 3, we present an example in the Belridge and Lost Hills fields where such massive 

subsidence distribution data are obtained from InSAR. 

(2) InSAR can be used as a stand-alone tool for reservoir characterization and 

monitoring. First, the magnitude and patterns of subsidence are often good indications of 

reservoir shape, size and depth, as well as being affected by reservoir rock properties and 
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production history. In Chapter 3, we show that the large subsidence in Lost Hills compared to 

Belridge, is caused by its shallow reservoir depth, large reservoir thickness, and large 

reservoir rock compressibility, although Lost Hills has a much smaller production volume 

than Belridge. We also suggest that the asymmetry of subsidence in the Lost Hills field is 

caused by the asymmetric distribution of production volume within the field.  Second, 

subsidence pattern may also be a good indication of permeability anisotropy. In Chapter 4, 

we perform numerical simulations for an imaginary reservoir, which is homogeneous and 

isotropic except that the permeability may be anisotropic. We perform numerical simulations 

for different combinations of permeability anisotropy and boundary conditions. We find that 

subsidence pattern is affected by both factors. Since we often have fairly good knowledge 

about the tectonic settings and boundaries of a reservoir from geology, using subsidence from 

InSAR, we may be able to infer information about permeability anisotropy, which is 

otherwise very difficult to obtain. Finally, subsidence pattern may be an indication of 

bypassed oil. For shallow reservoirs, if the compaction heterogeneity is not blurred when 

expressed at the surface, it might be possible to identify bypassed oil from the pattern of 

subsidence.  

(3) InSAR can also be used together with 4D seismic for reservoir monitoring. First, 

traditionally, 4D seismic changes are interpreted in terms of pressure and saturation changes 

in the reservoir, while porosity is assumed to be constant during the production. This is often 

inaccurate or incorrect. By using compaction as an additional input, we can improve the 

accuracy of 4D seismic interpretations. In Chapter 5, we will show how to integrate 4D 

seismic and geomechanics, to interpret 4D seismic signatures in terms of not only pressure an 

saturation changes, but also porosity changes. Second, as we show in Chapter 5, using 4D 

seismic and geomechanics, we can predict porosity loss in a reservoir.  On the other hand, 

this porosity loss in the reservoir is related to surface subsidence. If we know how the two are 

related, then the surface subsidence from InSAR can be used as an independent source for 

checking the validity of the porosity loss prediction from 4D seismic. In Chapter 3, we will 

show the relationship between absolute volume loss on the ground (subsidence) and the 

absolute volume loss in the reservoir (compaction, or porosity loss). This relationship 

provides a way to calculate porosity loss from surface subsidence, and hence provides an 

integral constraint to the 4D seismic prediction of porosity loss. 
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This thesis includes 5 chapters.  We present systematically the observation, modeling, 

and implications of production-induced reservoir compaction and surface subsidence, using 

differential InSAR, Reservoir Simulation, and Rock Physics. The chapters are: 

Chapter 1: Introduction to production-induced reservoir compaction and surface 

subsidence. We review the phenomenon, observation, modeling, inversion, and monitoring of 

surface subsidence. We describe in detail the new technique of InSAR for measuring surface 

subsidence, and discuss the ultimate potentials of InSAR for petroleum applications. 

Chapter 2: Biot’s linear quasi-static poroelasticity theory, as applied to the modeling of 

reservoir compaction and surface subsidence. We compare the original formulation with a 

few simplified forms of the Biot’s theory. We also present a simplified form of the Biot’s 

theory for “disk-shaped” reservoirs, which is used in Chapter 3.  

Chapter 3: InSAR measurement of production-induced surface subsidence in Belridge 

and Lost Hills oil fields, California, and numerical modeling that relates observed subsidence 

to reservoir production history. We develop a method for calculating the “volume loss ratio”, 

which is the ratio of absolute volume loss on the ground (subsidence) to the absolute volume 

loss in the reservoir (compaction). We discuss the implications of InSAR in reservoir 

monitoring. 

Chapter 4: Investigation of the relationship between reservoir compaction and reservoir 

properties, through reservoir simulation. We show the combined effect of permeability 

anisotropy and boundary conditions on the geometric patterns of resulting surface 

subsidence. We demonstrate through an example that, in principle, InSAR can be used as a 

stand-alone tool for reservoir monitoring. 

Chapter 5: Investigation of 4D seismic response to reservoir compaction, using published 

laboratory pressure-porosity and pressure-velocity data. We used laboratory measurements of 

porosity, pressure, and velocity on hand-made clay-sand mixtures. Through this example, we 

demonstrate that by combining 4D seismic and geomechanics, we can predict porosity loss in 

a reservoir due to production. This prediction can be constrained by InSAR measured 

subsidence, using the “volume loss ratio” we developed in Chapter 3. 
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Chapter 1 

Introduction and Overview 
 
1.1  Abstract 
 

Surface subsidence is observed worldwide in many producing reservoirs. In this 

introductory chapter, we will review the phenomenon, observation, modeling, inversion, 

and monitoring of production-induced reservoir compaction and surface subsidence. We 

will describe in some detail the new technique of InSAR for measuring surface 

subsidence, and conclude this chapter by discussing the ultimate potentials of InSAR for 

petroleum applications. 

 

1.2  Terminology/Phenomenology of Subsidence 
 

We first summarize the terminology/phenomenology in land subsidence due to 

oil/gas production. Much of the contents are taken from Piau [1994] and Poland [1984]. 

We will also present a list of well-known cases of production-induced subsidence. 

The compaction/subsidence of petroleum reservoirs and of aquifers is one of the most 

spectacular, frequently costly and dangerous manifestations of the poromechanical 

behavior of rocks. Figure 1.1 shows the amount of subsidence at one location in the San 

Joaquin Valley of California due to intensive groundwater withdrawal. Similar amount of 

subsidence is observed in Wilmington, California, where the subsidence is due to oil 

production.  Figure 1.2 shows the subsidence in Lake Maracaibo, Venezuela, where dikes 

have to be built to prevent the lake water from flooding the surrounding area. 

The basic mechanism of reservoir compaction and surface subsidence is simple. It is 

the result of the well-known poromechanical coupling of pore pressure and effective 

stress in the rocks. Fluid production is accompanied by an expansion of the interstitial 

fluid in the rock reservoir and hence a fall in pore pressure. That follows an increase in 

the vertical effective stress in the reservoir, resulting in its compaction. Compaction of 
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the reservoir is transmitted to the surface and causes vertical movements of the ground. 

This is the visible part of the phenomenon, known as subsidence.  

 

 

 
 
Figure 1.1: Joseph Poland of USGS stands near BM S661 Southwest of Mendota in the 

San Joaquin Valley, California in 1977. The nine meters of cumulative subsidence is 
due to intensive withdrawal of groundwater (from Poland, 1984). 

 
 

 2
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Figure 1.2: Surface subsidence near Lake Maracaibo, Venezuela, due to production of 

heavy oil (from the Internet). 
 

On the surface, the subsided ground is typically basin-shaped; the term used is 

"subsidence bowl" (Figure 1.3). The differential vertical displacements are accompanied 

by horizontal displacements directed towards the center of the basin.  

Land subsidence has been studied intensively in the past. Different aspects of the 

phenomenon were addressed. However, an accurate characterization of subsidence due to 

oil and gas production is rare due to various reasons, one of which is the difficulty of 

measuring surface subsidence precisely, with high resolution, over a large area, and in a 

timely fashion. In Chapter 3 of this thesis, we will demonstrate the power of differential 

InSAR in measuring subsidence compared to traditional geodetic techniques. InSAR 

technique can potentially solve the difficulty described above.  
 
 

 3
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Figure 1.3: Cartoon showing the possible mechanism of production-induced reservoir 

compaction and surface subsidence. Surface subsidence commonly forms a bowl 
shape  (from Piau, 1994). 

 

Some well-known examples of land subsidence due to hydrocarbon production are: 

(1) Bolivar Coast (Venezuela): on the East coast of Lake Maracaibo. The subsidence 

affects an area of 450 km and reached its maximum, 4.32 m, in 1978. Dikes and major 

drainage systems had to be built and pumping implemented to evacuate rainwater. (2) 

Wilmington (California): one of the most spectacular and expensive cases of subsidence, 

the bowl of subsidence covers 75 km  and reached a maximum of 8.8 m in 1965 at the 

center of the basin. A water injection program began in 1958 to maintain the pressure. (3) 

Ekofisk (North Sea): as of year 1991, subsidence is 6.4 m at the center of the subsidence 

basin, where most of the operating superstructures (production and injection platforms, 

waste processing platforms, storage tanks and living quarters) are located. The 

consequences of the subsidence are aggravated by the marine environment. The reduction 

in the platform airgaps required an expensive lifting operation to be performed in 1986 

(455 million US$), as well as protection of the central tank by a concrete shell round its 

periphery (500 million US$).  

2

2

 

 4



Chapter 1   Introduction and Overview  Xu, 2002 

Table 1.1:  Examples of land subsidence observed in oil and gas fields due to production.  
Location Subsidence Rate Original Author's notes Reference 
Belridge oil 
field, 
California 

As high as 30-40 
cm/year during 1992-
1996 

Frequent oil well failures due to 
subsidence; steam injection is 
used to reduce the subsidence 
with limited success 

van der Kooij, 
1997 

Wilmington 
oil field, 
California 

Cumulative 
subsidence reached a 
maximum of around 
10 m between 1926-
1967 

Earthquake could also be an 
important cause in this field 
besides production; nevertheless, 
subsidence rate reached its peak 
of more than 2 ft/year at some 
locations in 1951 when oil 
production was also at its peak  

Colazas et al., 
1995 

Costa 
Oriental oil 
fields, 
Venezuela 

Maximum cumulative 
subsidence of more 
than 5 m, maximum 
rate of 20 cm/year, 
during 1920-1995 

Very shallow reservoir (300-
1000 m), unconsolidated and 
highly porous 

Leal et al., 
1995 

Groningen 
gas fields, 
Netherlands 

Some decimeters per 
year during 
production history 

Minor earthquakes at some 
points near small production gas 
fields are noticed; the surface 
level varies between -1 to 2 m 
with respect to sea level 

Barends et al., 
1995 

Po Delta gas 
field, Italy 

4-17 cm/year during  
1956-1961 

Due to low GWR, extraction of 
gas in the delta area involved 
massive water withdrawals. 

Brighenli et 
al., 1995 

Ekofisk field, 
the North Sea 

More than 3 m by 
1984 in a period of 
20 years 

Platform sinking was noticed Sulak, 1991 

 
Table 1.1 shows a few field cases in which significant subsidence from production is 

observed. Although there may be tectonic causes involved in the subsidence, the major 

causes in those cases are ground fluid withdrawal (hydrocarbon production). One 

evidence supporting this is that, in general, there are fairly good correlations between the 

subsidence rate and production rate, namely, the faster the production is, the faster the 

subsidence is [van der Kooij, 1997; Colazas et al., 1995].  

Land subsidence due to oil production has significant impact on production. In some 

cases, the impact is positive, e.g., around 30% of heavy oil in the Bolivar Coastal Field in 

Venezuela is produced by reservoir compaction. But in most cases, the impacts are 

negative. Significant surface subsidence often causes extremely expensive damage, e.g., 

well failure [van der Kooij, 1997], gas leakage and seismicity [Katz et al., 1994], and 

platform sinking [Piau, 1994].  

 5
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1.3  Observation of Subsidence by InSAR 
 

Differential Synthetic Aperture Radar interferometry (differential InSAR) is a newly 

emerged technique that can measure the surface movement at the precision of centimeter 

or even millimeter level with high-resolution over a large area. This brings the possibility 

of using InSAR technique to track the land subsidence during production, and hence help 

monitoring the entire production process. 

Synthetic Aperture Radar (SAR) is a microwave-coherent imaging system that has 

day, night and all-weather capabilities. In repeat-pass SAR interferometry, or InSAR, two 

SAR datasets of the same area acquired from almost identical perspective are co-

registered and combined into a so-called interferogram. Using InSAR technique, a 

detailed and accurate 3-D relief map of the earth's surface can be produced [Zebker et al., 

1994]. 

An extension of the basic InSAR technique, denoted “differential InSAR” since the 

phase measurement of interest results from the difference of two interferograms, allows 

the detection of very small (cm, mm level) movement of land surface features. The power 

of the differential InSAR lies in its capability of providing the high-resolution and large 

area coverage with an almost unprecedented accuracy [Zebker et al., 1994, Carnec, 1995, 

Coulson, 1997 and van der Kooij, 1997]. 

The principle of differential InSAR is fairly straightforward. A microwave sensor, 

which can be on board a spacecraft, passes a spot on the ground and takes a “shot” of the 

spot. After a certain period, the same sensor passes the same spot again and takes a 

second “shot” (Figure 1.4). By comparing the two shots as well as a reference elevation 

map of the area, a detailed surface deformation map can be obtained for the period 

between the two passes of the sensor. 

A number of space agencies collect SAR data at a regular basis. For example, 

European Space Agency (ESA) operates the ERS-1, ERS-2 satellites, which collect high 

quality SAR data for any point on earth approximately every 35 days.  

In the last decade, differential InSAR received more and more attentions from 

researchers in a number of scientific areas. Gabriel et al. [1989] applied the technique to 

agricultural fields and mapped the changes in surface elevation over a large area to cm-

 6
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level sensitivities. The technique is also applied in the area of earthquake study. For 

example, the pre-, post-, and co-seismic displacements fields caused by the 1992 Landers 

earthquake, California has been successfully produced which agree quite well with 

measurements with traditional techniques [Massonet et al., 1993, 1998 and Zebker et al., 

1994]. 

 

 

Figure 1.4: Principle of differential InSAR for measuring surface deformation (from 
http://www-star.stanford.edu/sar_group).  

 
The success of mapping small changes in the contexts of biological studies and 

earthquake studies open up the possibility of applying the same technique to the 

monitoring of the surface subsidence accompanying oil and gas production. For example, 

 7
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van der Kooij [1997] detected a subsidence rate as high as 30-40 cm per year at the 

Belridge oil fields, California using the differential InSAR technique. Fielding et al. 

[1998] observed similar results using differential InSAR.  

Traditional measurements of land subsidence are made by detailed surveying and tide 

gauges. Recently, GPS surveys and tiltmeters have been used. All these techniques have 

the following disadvantages: (1) measure changes in locations of a limited set of 

benchmarks; (2) require a large number of individual observations to map the subsidence 

distribution; (3) require ground access; and (4) are generally costly to acquire.  

Differential InSAR technique, in contrast, can provide a geographically comprehensive 

map of the deformation, with a sampling rate far denser than the most detailed surveys. 

Comparing to traditional techniques such as tide gauge and GPS measurements, the most 

desirable advantage of differential InSAR is its capability to measure surface deformation 

at very high horizontal resolution (a typical grid can be 30 m x 30 m) and with very high 

vertical accuracy (1 cm or even 1 mm of surface deformation).  Therefore, differential 

InSAR is the leading candidate for monitoring subsidence from oil production. In the 

following of this thesis, we will use “InSAR” for “differential InSAR” to save space. 

 

1.4  Inversion 
 

Figure 1.5 illustrates the dual-relationship between pore pressure depletion inside the 

reservoir and subsidence on the surface. Mathematically, it can be expressed as: 

 

dVVxgtVptxu
dV

),(),(
)1(2

)21(),( vv
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−
−=

νµπ
να      (1) 

 

Where u is surface subsidence, p is pore pressure, g is the Green’s function, α is the 

Biot’s coefficient, µ is the shear modulus, and ν is the Poisson’s ratio. That is, the surface 

subsidence is proportional to the integration of the product of pore pressure drop 

distribution and the Green’s function. More detail will be presented in Chapter 2.  
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Figure 1.5: Integral inversion yields subsurface pressure distribution from surface 

deformation (from Nur, personal communication).  
 

 
 
Figure 1.6: Correlation between subsidence and production/injection in the Wilmington 

oil field, California, during a period of 30 years between 1937 and 1967 (from 
Colazas & Strehle, 1995). 

 9
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The correlation between surface subsidence and pore pressure drop is observed in 

many oil fields. Figure 1.6 shows the subsidence rate, production rate, and injection rate 

in the Wilmington oil field over an interval of 30 years between 1937 and 1967. Before 

the injection program started, subsidence rate and production rate correlated with each 

other. After the injection program started, although there was an increase in production, 

subsidence rate declined. This demonstrates that subsidence is proportional to the 

difference of production minus injection, or in other words, the net production. It 

suggests that subsidence is most likely proportional to the pore pressure drop. 

Equation (1) is a forward problem, which states that subsidence is merely the surface 

imprint of reservoir pressure depletion. Therefore, it is possible to use this equation to 

invert pore pressure changes from surface subsidence.  

 

1.5  Monitoring of Surface Subsidence 
 

In reservoir monitoring, the mainstream approach is using repeat seismic surveys (4D 

seismic). Repeat seismic surveys have the advantage of high resolution and high 

accuracy. However, it is very expensive and time consuming.  

It is important to explore alternate or supplemental approaches in reservoir 

monitoring. For example, Ushijima et al. [1999] studied how to use a 4-D electrical 

technique for reservoir monitoring.  

In this thesis, we will show how to use InSAR measured surface subsidence as a 

reservoir monitoring tool. Subsidence can be used both as a stand-alone monitoring tool, 

and as an additional input/constraint to the traditional 4D seismic monitoring tool. 

Compared to 4-D seismic, monitoring reservoir dynamics by using InSAR measured 

surface subsidence has the advantage of low cost and all time availability. 

 

1.6  Previous Research Activities in Compaction and Subsidence 

 
Two of the most extensive efforts in studying hydrocarbon production induced 

subsidence are Phillips’ work in the Ekofisk field in the North Sea, and Shell’s work in 

 10
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the Belridge field in the Southern California. Tables 1.2 and 1.3 list a few publications by 

researchers from the two companies on the two fields. 

 
Table 1.2:  Phillips: at Ekofisk oil field. 

Year Author Title 
1972 Raghavan A review of the consolidation and rebound 

processes in one dimensional porous columns 
1988 Boade, Chin, Siemers Forecasting of Ekofisk reservoir compaction and 

subsidence by numerical simulation 
1994 Prebost, Chin A constitutive model for simulating reservoir 

compaction under a constrained stress path that 
leads to high shear 

1998a Chin, Raghavan, 
Thomas 

Fully coupled analysis of well responses in stress-
sensitive reservoirs 

1998b Chin, Raghavan, 
Thomas 

Fully-coupled geomechanics and fluid-flow 
analysis of wells with stress-dependent 
permeability 

1999 Chin, Thomas Fully coupled analysis of improved oil recovery by 
reservoir compaction 

 
 
Table 1.3:  Shell: at Belridge oil field. 

Year Author Title 
1986 Hansen, Purcell Earth stress measurements in the south Belridge oil 

field, kern county, California 
1988 Schwartz Characterizing the lithology, petrophysical 

properties, and depositional setting of the Belridge 
diatomite, South Belridge field, Kern County, 
California 

1990 Bowersox, Shore Reservoir compaction of the Belridge Diatomite 
and surface subsidence, South Belridge filed, Kern 
County, California 

1993 Hansen, Prats, Chan Finite-element modeling of depletion-induced 
reservoir compaction and surface subsidence in the 
South Belridge oil field, California 

1995 Hansen, Prats, Chan Modeling of reservoir compaction and surface 
subsidence at South Belridge 

1995 De Rouffignac, 
Bondor, Karanikas, 
Hara 

Subsidence and well failure in the South Belridge 
diatomite field 

1996 Fredrich, Arguello, 
Thorne, Wawersik, 
Deltrick, Rouffignac, 
Myer, Bruno 

Three-dimensional geomechanical simulation of 
reservoir compaction and implications for well 
failures in the Belridge diatomite 

1998 Biegert, Berry, 
Oakley 

Oil field subsidence monitoring using spaceborne 
interferometric SAR --- a Belridge 4-D case history 

 11
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The USGS maintains an extensive research effort in surface subsidence, but focuses 

on those caused by groundwater withdrawal. One of the earliest pioneers in USGS 

studying subsidence was Joseph Poland (Figure 1.1).  Figures 1.7 and 1.8 are the book 

covers for two USGS subsidence interest group conferences.  

 

 
 

Figure 1.7: USGS subsidence interest group conference (from the Internet). 
 

Subsidence caused by groundwater withdrawal and hydrocarbon production have 

certain similarities, but they occur in distinct geologic environments. Groundwater 

withdrawal for civil and industrial usage usually takes place at shallow depth, where the 

 12
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porous media are soil or soft rocks. These media are characterized by large porosity and 

permeability. Hydrocarbon production usually takes place at greater depth, where the 

porous media are consolidated or unconsolidated rocks. These media are usually 

characterized by smaller porosity and permeability than those at shallower depth. The 

pressure and temperature at greater depth are also much larger. The geological structures 

at greater depth are also often more complicated. Additionally, direct measurements of 

compaction and related parameters are easier to conduct at shallower depth. 

 

 
 
Figure 1.8: USGS subsidence interest group conference (from the Internet). 
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1.7  Ultimate Potentials of the Petroleum Applications of InSAR 
 

There are both technology and business drives that motivate this research in reservoir 

compaction and surface subsidence, using InSAR measurements and numerical 

modeling.   

Business drive: there are four major implications of reservoir compaction and surface 

subsidence on the economic performance of a reservoir:  

1. Reservoir compaction and surface subsidence are very common geohazards. 

They may result in well failure and platform sinking, which are very costly to 

repair. To reduce the financial loss due to compaction and subsidence, it is 

important to characterize and predict them through field observation and 

numerical modeling.  

2. For oil/gas fields located at low surface level, subsidence may pose severe 

environmental problems. For example, the subsidence occurred surrounding 

Lake Maracaibo causes the risk of water flooding from the lake. Another 

example is Groningen gas fields in the Netherlands, where the Earth surface 

level (-1 ~ 2 m) in some location is already below the sea level. 

3. Porosity loss as a result of reservoir compaction may have a significant impact 

on the calculation of reserves. For example, for a reservoir with original 

porosity of 30%, an absolute porosity loss of 6% represents 20% decrease of 

reserves. 

4. In some low-pressure reservoirs, such as the heavy oil fields at Lake 

Maracaibo, Venezuela, reservoir compaction is a major drive mechanism for 

petroleum production. 

Technology drive: reservoir compaction and surface subsidence have important 

potential applications in reservoir characterization and monitoring. Traditionally, 

reservoir monitoring is carried out through 4D seismic. In this thesis, we ask ourselves 

the following questions: (1) What can InSAR do less costly than 4D seismic can do? (2) 

What can InSAR do that 4D seismic cannot do? (3) What can “InSAR + 4D seismic” do 

that 4D seismic cannot do? Our major findings are the following: 

1. For the traditional “geomechanics + flow simulation” workflow of subsidence 

prediction, InSAR provides massive data for validation. Previously, those 

 14
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types of predictions can only be validated at few points where geodetic survey 

data are available. In Chapter 3, we present an example in the Belridge and 

Lost Hills fields where such massive subsidence distribution data are obtained 

from InSAR. 

2. InSAR can be used as a stand-alone tool for reservoir characterization and 

monitoring: 

• The magnitude and patterns of subsidence are often good indications of 

reservoir shape, size and depth, besides being affected by reservoir rock and 

fluid properties and production history. In Chapter 3, we show that the large 

subsidence in Lost Hills compared to that of Belridge, is caused by its shallow 

reservoir depth, large reservoir thickness, and large reservoir rock 

compressibility, albeit Lost Hills has a much smaller production volume than 

Belridge. We also suggest that the asymmetry of subsidence in the Lost Hills 

field is caused by the asymmetric distribution of production volume inside the 

field.  

• Subsidence pattern may also be a good indication of permeability anisotropy. 

In Chapter 4, we perform numerical simulations for an imaginary reservoir 

that is homogeneous and isotropic except that the permeability may be 

anisotropic. We perform numerical simulations for different combinations of 

permeability anisotropy and boundary conditions. We find that subsidence 

pattern is affected by both factors. Since we often have fairly good knowledge 

about the tectonic settings and boundaries of a reservoir from geology, using 

subsidence from InSAR, we may be able to infer information about 

permeability anisotropy, which is otherwise very difficult to obtain. 

• Finally, subsidence pattern may be an indication of bypassed oil. For shallow 

reservoirs, if the compaction heterogeneity is not elastically blurred when 

expressed at the surface, it is hopeful to identify bypassed oil from the pattern 

of subsidence. 

3. InSAR can also be used together with 4D seismic for reservoir monitoring. In 

a realistic producing reservoir, compaction and seismic velocity changes often 

coexist.  However, traditionally, reservoir compaction and 4D seismic have 

been treated as two separate technical areas, the former by geomechanics and 
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the latter by seismic imaging.  Rock physics that treats rock in its entirety 

provides a natural link between seismic attributes, reservoir properties and 

conditions. In this thesis, we study both the geomechanical mechanism and 

the seismic response of reservoir compaction, and demonstrate the 

implications it has upon reservoir characterization and monitoring: 

• Traditionally, 4D seismic changes are interpreted in terms of pressure and 

saturation changes in the reservoir, while porosity is assumed to be constant 

during production. This is often inaccurate or incorrect. By using compaction 

as an additional input/constraint, we can improve the accuracy of 4D seismic 

interpretations. In Chapter 5, we will show how to integrate 4D seismic and 

geomechanics, to interpret 4D seismic signatures in terms of not only pressure 

and saturation changes, but also porosity changes. 

• As we show in Chapter 5, using 4D seismic and geomechanics, we can predict 

porosity loss in a reservoir.  On the other hand, this porosity loss in the 

reservoir is related to surface subsidence. If we know how the two are related, 

then the surface subsidence from InSAR can be used as an independent source 

for checking the validity of the porosity loss prediction from 4D seismic. In 

Chapter 3, we will show the relationship between absolute volume loss on the 

ground (subsidence) and the absolute volume loss in the reservoir 

(compaction, or porosity loss). This relationship provides a way to calculate 

porosity loss from surface subsidence, and hence provides an integral 

constraint on the 4D seismic prediction of porosity loss. 

 

1.8  Description of Thesis Chapters 
 

In this thesis, we present the observation, modeling, and implications of production-

induced reservoir compaction and surface subsidence, using differential InSAR, reservoir 

simulation, and rock physics. The thesis includes 5 chapters. The chapters are: 

Chapter 1: Introduction to production-induced reservoir compaction and surface 

subsidence. We review the phenomenon, observation, modeling, inversion, and 

monitoring of surface subsidence. We describe in detail the new technique of InSAR for 
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measuring surface subsidence, and discuss the ultimate potentials of InSAR for 

petroleum applications. 

Chapter 2: Biot’s linear quasi-static poroelasticity theory, as applied to the modeling 

of reservoir compaction and surface subsidence. We compare the original formulation 

with a few simplified forms of the Biot’s theory. We also present a simplified form of the 

Biot’s theory for “disk-shaped” reservoirs, which is used in Chapter 3.  

Chapter 3: InSAR measurement of production-induced surface subsidence in Belridge 

and Lost Hills oil fields, California, and numerical modeling that relates observed 

subsidence to reservoir production history. We develop a method for calculating the 

“volume loss ratio”, which is the ratio of absolute volume loss on the ground 

(subsidence) to the absolute volume loss in the reservoir (compaction). We discuss the 

implications of InSAR in reservoir monitoring. 

Chapter 4: Investigation of the relationship between reservoir compaction and 

reservoir properties, through reservoir simulation. We show the combined effect of 

permeability anisotropy and boundary conditions on the geometric patterns of resulting 

surface subsidence. We demonstrate through an example that, in principle, InSAR can be 

used as a stand-alone tool for reservoir monitoring. 

Chapter 5: Investigation of 4D seismic response to reservoir compaction, using 

published Laboratory pressure-porosity and pressure-velocity data. We used laboratory 

measurements of porosity, pressure, and velocity on hand-made clay-sand mixtures. 

Through this example, we demonstrate that by combining 4D seismic and geomechanics, 

we can predict porosity loss in a reservoir due to production. This prediction can be 

constrained by InSAR measured subsidence, using the “volume loss ratio” we developed 

in Chapter 3. 
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Chapter 2 

Biot’s Linear Quasi-Static Isotropic 
Poroelasticity 
 
2.1  Abstract  
 

In this chapter, we review the formulation of Biot’s linear isotropic quasi-static 

poroelasticity theory, which is the theoretical basis for numerical simulation of reservoir 

compaction and surface subsidence in poroelastic media. We also compare the original 

formulation of the Biot theory with a few of its simplified forms. One of the simplified 

forms is frequently used for reservoir simulation. Finally, we present Segall’s [1992] 

result on production-induced surface deformation for axisymmetric reservoirs. This result 

can be further simplified for disk-shaped reservoirs, which will be used in Chapter 3. 

 

2.2  The Mechanical Description  
 

This and the following two sections give a brief presentation of the formulation of 

Biot's linearized quasi-static isotropic poroelasticity. For a complete discussion, we refer 

the reader to the original paper by Biot [1941], the reformulation by Rice & Cleary 

[1976], and the review paper by Detournay & Cheng [1993]. Here we follow the 

notations used in Detournay & Cheng [1993]. The reader is also referred to the PoroNet 

website (http://www.ce.udel.edu/faculty/cheng/poronet/) for more references on 

poroelasticity.  

The Biot theory of a fluid-filled porous material is constructed on the conceptual 

model of a coherent solid skeleton and a freely moving pore fluid. There are two 

underlying assumptions: (1) the medium is a continuum; (2) both the solid and fluid 

phases are fully connected. Consistent with the classical continuum approach, any 

quantity that appears in the theory is taken to be averaged over a certain length scale l. 

This length scale l, which underpins the continuum model, is assumed to be large with 
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respect to the length scale of the microstructure, yet small enough to allow the 

introduction of genuine macroscopic scale material heterogeneity.  

The mechanical description of such material includes two sets of quantities --- 

“variables” and “parameters”, which we will discuss in detail below. 

 

2.2.1  “Variables” in the Biot Theory 

 

The first step to formulate the theory of a porous rock is to define some basic 

kinematic and dynamic quantities to describe a fluid-filled porous rock. These quantities 

are independent of the exact properties of rock. In the next section, we will present the 

formulas that link those kinematic and dynamic quantities together, which characterize 

the material properties of that rock. 

Table 2.1 is an attempt to group into different categories the set of basic kinematic 

and dynamic quantities that describe a porous rock. Individual definitions of these 

variables are given in Table 2.2. It has to be pointed out that the grouping is rather for 

convenience than being strict in physical nature. For example, the displacement vector u 

in the table really describes the composite porous material and not only the solid frame, 

and γ (external source --- production or injection wells) is typically not considered 

“strain”. However, this grouping does bring some convenience as will be demonstrated 

later. Notice that the displacement-type quantities and strain-type quantities are closely 

related by a compatibility equation (for “solid”) and a fluid mass balance equation (for 

“fluid”): 

 

 )(
2
1

,, ijjiij uu +=ε         (1) 

 γζ =+
∂
∂

iiq
t ,          (2) 

 

Also notice that (σij, p) are conjugates of (εij, ζ) in that the work increment associated 

with strain increment dεij, dζ in the presence of σij, p equals the work increment 

associated with stress increment dσij, dp in the presence of εij, ζ: 
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dw = σij dεij + p dζ  = εij dσij + ζ dp      (3) 

 

Finally in the Biot model, the descriptions of stress (p) and strain (ζ) in the fluid are 

both scalars, thus it is limited to their isotropic component. For example, shear on the 

solid-fluid contact is ignored. This restricts the time scale to be long (quasi-static). 

 
Table 2.1: Basic kinematic and dynamic quantities that describe a porous rock. 

Solid Fluid  

Internal External Internal External 

 
Displacement-
type 

ui 
displacement 

 qi 
fluid discharge  
 

 

 
Strain-type 

εij 
small strain 

 ζ 
fluid content 

γ 
external 
fluid 
source 

 
Stress-type 

σij 
stress 

Fi 
body force on 
solid 

p 
pore pressure 

fi 
body force 
on fluid 

 
 
Table 2.2: “Variables” in the Biot theory. 

Symbol Unit Definition Comment 
ui m solid displacement vector --- with 

respect to a reference configuration 
 

qi m/s specific discharge vector --- motion 
of fluid relative to solid. It is the 
rate of fluid volume crossing a unit 
area of porous solid in +xi direction 

 

εij dimensionless small strain tensor + is extension 
ζ dimensionless variation of fluid content --- 

variation of fluid volume per unit 
volume of porous material due to 
diffusive fluid mass transport 

+ is “gain” of 
fluid by the 
porous media 

γ bbl/day source/sink from 
production/injection wells 

 

σij MPa total stress tensor --- total force in 
the xj direction per unit area whose 
normal is xi direction 

+ is tension 

Fi MPa force acting on the solid  
p MPa pore pressure  
fi MPa force acting on fluid  

 23
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2.2.2  “Parameters” in the Biot Theory 

 
“Parameters” are quantities that characterize the properties of a reservoir, reservoir 

rocks, and reservoir fluids. Table 2.3 lists some important parameters.  

 
Table 2.3: “Parameters” in the Biot theory. 
reservoir geometry dimension 

boundary 
 

rock properties moduli (rock compressibility, …) 
density ρ 
permeability k 
porosity φ 
 

fluid properties moduli (fluid compressibility) 
density ρ 
viscosity µ 
 

 
2.3  Formulation of Biot’s Linear Isotropic Quasi-static Poroelasticity  
 

2.3.1  Constitutive Laws 

 

Constitutive laws, or stress-strain relationships, determine the properties of material. 

In Biot’s theory, there are two assumptions for constitutive laws: (1) linearity, i.e., 

stresses and strains are linearly related to each other, and (2) reversibility of the 

deformation process, i.e., no energy is dissipated in a closed loading cycle. 

We introduce the constitutive laws of poroelasticity by comparing them with the 

constitutive laws of elasticity (Table 2.4). In Table 2.4, to get the volumetric response 

formulation (*), there are a few definitions that need to be introduced. First, stress can be 

decomposed into volumetric and deviatoric components: 

 

ijijijijijij
kk

ij
kk

ijij PsPP δδδσδσδσσσ −=−+=+−= )(
3

)
3

(    (4a) 

 

 24



Chapter 2   Static Poroelasticity  Xu, 2002 

where  is the deviatoric stress, P = -ijs
3
kkσ

is the mean pressure (or negative of mean 

stress). 

 
Table 2.4: Constitutive laws of elasticity and poroelasticity.  

 Poroelasticity Elasticity 
Variables 
 

σ, p -- ε, ζ σ −− ε 

Independent 
moduli 
 

4 independent moduli (K, G, H’, R’) 
1 deviatoric (G) 
3 volumetric (K, H’, R’) 
K is the bulk modulus, G is the shear 
modulus, of the dry rock. 
H’, R’ are two constants introduced by Biot 
[1941], which describe the coupling 
between fluid and solid (see Detournay & 
Cheng, 1993). 
 

2 independent moduli (K, G) 

Formulation solid: volumetric + deviatoric 

ijijkk
ij

ij p
HKGG

δδσ
σ

ε
'3

1)
9
1

6
1(

2
+−−=  

 
fluid: volumetric only 

''3 R
p

H
kk +=

σζ  

solid: volumetric + deviatoric 

ijkk
ij

ij KGG
δσ

σ
ε )

9
1

6
1(

2
−−=  

 
fluid: (no equations for fluid) 

Volumetric 
response(*) 
 

solid: )
'

(
H
p

K
P −−=ε  

fluid: )
''

(
R
p

H
P −−=ζ  

(poroelastic: solid-fluid coupled --- 
deformation of either phase depends on 
stress/pressure of both phases) 
 

0
1 σεαα K

=  

(in which, αασσ
3
1

0 =  is the 

mean stress) 

Deviatoric 
response 
 

ijij s
G

e
2
1=   

 (purely elastic) 

ijij s
G

e
2
1=   

 (purely elastic) 
 

Similarly, for strain, 

 

 ijijijijijij
kk

ij
kk

ijij e δεδεδεεδεδεεε
33

)
3

(
3

)
3

( +=+−=+−=    (4b) 

 

where e  is the deviatoric strain, ε is the volumetric strain. ij
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The decomposition of stress and strain into volumetric and deviatoric components is 

displayed in Table 2.5. 
 
Table 2.5: Stress and strain “variables”. 

 Solid Fluid 
Strain type 

ijε  

 can be decomposed into ( , ε) ije

ζ 

Stress type 
 ijσ  

 can be decomposed into ( , P) ijs
 

p 

 
 
2.3.2  Volumetric Responses of Poroelasticity 

 

The volumetric responses of a poroelastic material as shown in Table 2.4 are: 

 

solid: )
'

(
H
p

K
P −−=ε         (5a) 

fluid: )
''

(
R
p

H
P −−=ζ         (5b) 

 

 
Table 2.6: Volumetric responses under drained and undrained conditions. 

 General Drained: p=0 Undrained: ζ=0 
p 
 

 p=0 p=BP 

 
ε )

'
(

H
p

K
P −−=ε  

ε = -P/K ε = -P/Ku 

 
ζ )

'
(

K
p

H
P −−=ζ  

ζ = αε ζ=0 

Independent 
moduli 

K, H’, R’ K, Ku, α 

 

There are two limiting behaviors for drained and undrained conditions. For drained 

conditions, p = 0 (could be relaxed to p in equilibrium), then ζ = αε, in which  α = K/H’ 

is the Biot’s coefficient. Therefore, Biot’s coefficient has the physical interpretation of 

being the volume change ratio of fluid and porous media under drained conditions, and 

must be less than 1. In addition, when p = 0, ε = - P/K, ε is proportional to P.   For 
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undrained conditions, ζ = 0, then p = BP, p is proportional to P, in which B = R’/H’ is the 

Skempton’s coefficient. ε = - P/Ku, ε is proportional to P, in which Ku = K(1+ KR’/(H’2 – 

KR’)). 

It is easy to see from Table 2.6 that for both the two limiting cases, ε is proportional 

to P, which means they behave like elastic, with undrained being stiffer (Ku > K). 

It is then possible to rewrite the volumetric responses using the basic set of moduli 

(K, Ku, α, G): 

Deviatoric: solid: ijij s
G2
1=e        (6a) 

Volumetric: solid: )(1 pP
K

αε −−=       (6b) 

  fluid: )(
B
pP

K
−−= αζ , in which 

u

u

K
KK

B
α

−
=    (7) 

 

2.3.3  Governing Equations 

 

The set of governing equations to describe the porous rock includes: 

1) Constitutive equations: 

The constitutive equations are now rewritten in terms of four independent moduli (G, 

α, ν, νu), which are the shear modulus of the dry rock; the Biot’s coefficient; the drained 

Poisson’s ratio; and the undrained Poisson’s ratio, respectively.  

Consider first the response for the porous solid.  Selecting the pore pressure p as the 

coupling term yields the strain-stress relation 

 

 ijijkkijij p
1

)21(
1

G2 δ
ν+

ν−α+δσ
ν+

ν−σ=ε      (8a) 

 

and the stress-strain relation 

 

 ijijijij 21
G2G2p εδ

ν−
ν+ε=δα+σ        (8b) 
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On the other hand, if ζ is adopted as the coupling term, the constitutive equations 

become 

 

 ijkk
u

u
ijijij

BG δσ
ν

νσζδε
+

−=−
1

)
3

(2       (8c) 

 ijij
u

u
ijij M

G
G ζδαεδ

ν
νεσ −

−
+=

21
2

2       (8d) 

 

There are two different forms of the response for the pore fluid, depending on 

whether the mean stress or the volumetric strain is used as the coupling term 

 

 )3(
1

)21(2 p
B

G kk +
+
−= σ

ν
ναζ        (9a) 

 )( αεζ −= Mp         (9b) 

 

Relationships between the basic set (G, α, ν, νu) and the extended set of moduli: 

 

 
)1)(21(

)(3

u

uB
ννα

νν
+−

−
=         (10a) 

 
)21)(21(

)(2
2

u

uG
M

ννα
νν
−−

−
=        (10b) 

 

2) Darcy’s law: 

 

 )fp(q ii,i −κ−=         (11a) 

 

In which  

 

 µκ /k=          (11b) 

 

where k is the permeability of the material, and µ is the viscosity of the fluid. 
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3). Balance laws (solid equilibrium and fluid mass balance): 

 

          (12) ij,ij F−=σ

 γζ =+
∂
∂

iiq
t ,          (13) 

 

2.3.4  Field Equations 

 

From the above set of governing equations, through combination and reorganization, 

the number of variables can be reduced to form two types of very useful field equations, 

i.e., Navier type (displacement-type) and diffusion type (pressure-type). 

Navier (displacement-type): 

 

 ii,ki,ki
2 Fpu

21
GuG −α=

ν−
+∇       (14a) 

 iikik
u

i FMuGuG −=
−

+∇ ,,
2

21
ζα

ν
      (14b) 

 

Diffusion (pressure-type): 

 

 )( ,
2

iifM
t

MpM
t
p κγεακ −+

∂
∂−=∇−

∂
∂      (15a) 

 iiii fF
G
cc

t ,,
2 κγηζξ −+=∇−

∂
∂        (15b) 

 

Where η  is the poroelastic stress coefficient: 

 

 
)1(2
)21(

v−
−= ναη          (15c) 

 

and c is the diffusivity coefficient: 
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)1()21(
))(1(2

22
u

uG
c

ννα
νννκ

−−
−−

=        (15d) 

 

2.4  Comparisons Among Several Formulations  
 

In this section, the formulations of elasticity, reservoir simulation (here we only 

discuss traditional reservoir simulation such as presented in Aziz & Settari, 1979), and 

static poroelasticity are compared. The keys for comparison are: (1) differences in 

“variables” determine differences in coupling. For example, elasticity couples (σ, ε), 

poroelasticity couples (σ, p, ε, ζ), reservoir simulation couples (p, ζ). (2) differences in 

“parameters” determines material properties. For example, heterogeneity (k = k(x,y,z)), 

anisotropy ( ), and nonlinearity (k = k(p)).  yx kk ≠

 
Table 2.7: Some common situations and the theory commonly used corresponding to 
those situations. 

Illustration Situation Description of material 
 earthquake waves 

in the Crust 
elastic solid 

 hydrogeology, 
geochemistry, 
reservoir 
simulation 

porous medium through 
which fluids flow 

 reservoir 
simulation in 
stress-sensitive 
reservoirs 

a coupled poroelastic or 
thermoporoelastic system 

 

In physical sciences, materials are often described using simplified models. Common 

models that we use include: (1) non-deformable objects such as a mass point or a rigid 

body. (2) deformable objects, which include solid, fluid (no resistance to shear), and 

porous material. Behavior of a solid is sometimes described by elasticity. Behavior of a 
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fluid is described using fluid mechanics. Behavior of a porous material may be described 

by poroelasticity.  Reservoir simulation uses a simplified poroelastic model to describe 

the reservoir.  

 

2.4.1  Elastic and Poroelastic Formulations 

 

We have compared the equations of elasticity and poroelasticity in a previous section. 

Here we investigate them in more detail. An equation for linear poroelasticity is 

 

ijijkkijij p
1

)21(
1

G2 δ
ν+

ν−α+δσ
ν+

ν−σ=ε      (16) 

 

It is easy to identify that the extra term in Equation (16), compared to elasticity, is the 

fluid pressure term p. 

The poroelasticity theory was developed from soil consolidation (Terzaghi) and rock 

deformation (Biot). There are two parts of a porous material: the solid part and the fluid 

part. Therefore, the porous material theory should be related equally to both the theory of 

solids (e.g., elasticity) and the theory of fluids (e.g., fluid mechanics). However, for 

historical reasons, porous material theory is more or less considered an extension of the 

theory of solids, instead of an extension of the theory of fluids. It is natural, because the 

Earth’s crust is mostly solid. Therefore as a first order approximation, it is natural to 

think of it as solid. Hence the fluid part  --- a small fraction in the crust --- is neglected. 

For example, in earthquake studies, people used to only think about how fault slips and 

breaks. It has only been realized in recent years that fluids (the extra term "p") play a 

critical role in many crustal processes [e.g., Nur, 1972].  

 

2.4.2  Reservoir Simulation and Poroelasticity 

 
Table 2.8 compares the formulations of poroelasticity and reservoir simulation. As an 

example of the derivation denoted by (**) in Table 2.8, let us consider the formulation by 

Aziz & Settari [1979]. For single-phase flow, the equations are (the equation numbers in 

the parentheses correspond to the equation numbers in the original book):  
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(2.5) Mass balance: q
t

u ~)()( +
∂
∂=⋅∇− φρρ r      

      (2.28) Darcy’s law: )( zpku ∇−∇−= γ
µ

r      

(2.39) Constitutive Equations (equations of state):   ))(1( 00 ppc f −+= ρρ

(2.41) Constitutive Equations (equations of state):   ))(1( 00 ppcR −+= φφ

 
Table 2.8: Comparison between poroelasticity and reservoir simulation. 

  Poroelasticity Reservoir simulation 
Mass 
balance 
and solid 
equilibrium 

Solid:  ij,ij F−=σ

Fluid: γζ =+
∂
∂

iiq
t ,            (*1) 

Solid: (no equations) 
 

Fluid: γζ =+
∂
∂

iiq
t ,   (*1) 

Momentum 
balance 

Darcy’s law: 
)fp(q ii,i −κ−=               (*2) 

Darcy’s law: 
)fp(q ii,i −κ−=     (*2) 

Energy 
balance 

None if isothermal None if isothermal 

Governin
g 
Equations 

Constitutive 
equations 

Solid: 

ij

ijkkijij

p

G

δ
ν

να

δσ
ν

νσε

+
−

+
+

−=

1
)21(

1
2

 

 
Fluid: 

)3(
1

)21(2 p
B

G kk +
+
−= σ

ν
ναζ  

                                         (*3) 
 
therefore,  

),,( tpf
t kkσζ =

∂
∂

 

 

Solid: (no equations) 
 
 
 
 
 
 
Fluid: 

)( pf
t

=
∂
∂ζ

 

 
therefore, 

),( tpf
t

=
∂
∂ ζ  

                              (*3) 

Field 
equation 

Diffusion 
equation 

(*1,2,3) 0),,( =γσ pf kk  
in Rice & Cleary [1976], further 
combined with 

0)(2 =+∇ σP  and obtain: 

m
t
m 2∇=

∂
∂

 

(*1,2,3) 0),( =γpf  
 
                              (**) 
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The following observations can be made from the above discussion: 

(1). Compared to poroelasticity, which is a coupled system of solid-fluid, elasticity 

does not include the fluid, and reservoir simulation does not account sufficiently for the 

solid-fluid interaction (there is only one factor Cr that represents solid effect --- which is 

insufficient for stress sensitive reservoirs).  

(2). Reservoir simulation uses the same set of governing equations as poroelasticity, 

but with significant simplifications. For example, in poroelasticity, (σij, p) are 10 

variables. In reservoir simulation, the solid (σij ) is not considered, and p is only 1 

variable. Even if only an average σ is used in poroelasticity, the number of variables is 

twice that of reservoir simulation. Nevertheless, the simplification makes it possible for 

reservoir simulation to account for very complicated reservoir geometry, multiphase 

flow, well treatment, and so on. The term “coupled reservoir simulation and 

poroelasticity” is frequently used only because there are many mature reservoir 

simulation code and stress code available in the scientific community, which were 

developed independently. 

 

2.5  Surface Deformation for Axisymmetric and Disk-Shaped Reservoirs 
 

Segall [1992] developed the poroelastic solution for compaction and subsidence in 

axisymmetric reservoirs based on Biot’s theory of poroelasticity.  Geertsma’s solution  

[1973] for disk-shaped reservoir with uniform pressure drop was recovered as a special 

case. In the following we present Segall’s results.  

Segall derived with Biot’s constitutive equations (Equations 8a, 9a) for a linear 

poroelastic medium, assuming material isotropy. For axisymmetric configurations, he 

found that the deformation for an arbitrary radial pressure distribution is: 

 

ddddzrgdpzru ii ρρρ
µ
α ),;,(),(),(

0 0∫ ∫
∞ ∞

=      (17) 

 

In which p is the pore pressure drop, and g is the Green’s function. Equation (17) can 

be further simplified for uniform pressure drop in a disk-shaped reservoir, as published 
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earlier by Geertsma [1973], which we will use in Chapter 3. We will discuss in more 

detail Geertsma’s formula in the next chapter. 

 

2.6  Conclusions 
 

In this chapter, we investigated in detail the formulation of Biot’s linearized quasi-

static poroelasticity, which is often used to describe the stress-strain behavior of rocks 

and reservoirs.  We compared the original formulation of the Biot theory with a few of its 

simplified forms. One of the simplified forms is frequently used for reservoir simulation. 

We also presented a solution to Biot’s formulation  for axisymmetric reservoirs. This 

form will be used in the next chapter. 
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Chapter 3 

Production-Induced Surface 
Subsidence in the Belridge / Lost 
Hills Oil Fields, Measured by 
InSAR 
 

 

3.1  Abstract 
 

Land subsidence over the Belridge and Lost Hills oil fields, California, was measured 

using spaceborne Interferometric Synthetic Aperture Radar (InSAR).  During the 105-

day period between November 5, 1995 and February 17, 1996, the subsidence in the 

center of the Lost Hills field reached 15 cm.  We assume that this surface subsidence 

resulted from the vertical shrinkage of the reservoir, which in turn was due to oil 

production and the resulting pore pressure drop.  We model this mechanical effect using 

an elastic deformation theoretical solution with input constants taken from relevant 

experiments.  The modeled surface deformation matches the InSAR measured values.  

This result indicates that it is possible, in principle, to monitor hydrocarbon production 

using satellite-based measurements of earth deformation. We also investigated the ratio 

between absolute volume loss on the surface (subsidence) and absolute volume loss in 

the reservoir (compaction). When both surface subsidence data and 4D seismic data are 

available, this volume loss ratio may be used as an integral constraint on the prediction of 

porosity loss from 4D seismic. 
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3.2  Introduction  
 

Land subsidence above compacting oil and gas reservoirs has been observed 

worldwide and has significant, and often negative, effect on the field infrastructure and 

management.  A few of the well-known cases are subsidence at Wilmington oil field, 

California; Groningen gas field, the Netherlands; Bolivar Coastal oil fields, Venezuela; 

Po Delta gas field, Italy [Barends et al., 1995].  Another example is Belridge and Lost 

Hills oil fields, central California.  In those two fields, oil production from the shallow, 

thick, very soft diatomite reservoirs has led to substantial surface subsidence and well 

failure [Bruno and Bovberg, 1992; Bowersox and Shore, 1990; Dale et al., 1996].  

Efforts to mitigate the effect of subsidence (e.g., via water injection) have only been 

partly successful because well failure persisted [Wallace and Pugh, 1993; Fast et al., 

1993]. 

In all these cases worldwide, subsidence coincides with hydrocarbon production.  It is 

fair to assume that this subsidence is the surface imprint of the vertical shrinkage of the 

reservoir due to hydrocarbon withdrawal.  This reservoir shrinkage may result from the 

increased effective stress due to pore pressure drop associated with production. 

The new InSAR technique provides massive, high-precision, and real-time data of 

surface deformation.  If this deformation is due to hydrocarbon production, the InSAR 

technique gives us an opportunity to monitor this production in time and space.  Such 

monitoring is important for oil field development and management. 

In this chapter we show, using the Belridge and Lost Hills field example, that such 

monitoring is in principle possible. We first review the geology and production history of 

the Belridge / Lost Hills oil fields. We then process InSAR data to obtain the subsidence 

in the fields during a period of 105 days. This measured subsidence is modeled using a 

simple theoretical solution. Finally we discuss the application of InSAR on oil field 

monitoring and development. 
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3.3  Geology and Production History of Belridge / Lost Hills Fields 
 

Belridge and Lost Hills oil fields are located in Kern County, California, in the San 

Joaquin Valley (Figure 3.1). Petroleum and agriculture are the two most important 

economic resources in the county. In the two fields, during several decades of production, 

removal of fluids from the shallow, thick, low strength diatomite reservoir has led to 

substantial reservoir compaction, causing surface subsidence and well failure. Diatomite 

is often characterized by very high porosity (to 60%), high oil saturation (to 60%), and 

low matrix permeability (0.1 to 5 mD). The diatomite may be naturally fractured, but not 

extensively, and generally requires massive hydraulic fracture stimulation to support 

economic oil production [Bruno and Bovberg, 1992].   
 

 
Figure 3.1: Location of Belridge and Lost Hills oil fields. 
 

Besides Belridge and Lost Hills fields, there are a few other oil fields in the San 

Joaquin Valley (Table 3.1). Some of these fields are among the nation’s largest oil fields. 

These reservoirs are characterized by relatively soft and porous formation material (such 

as diatomite), and relatively shallow and thick producing intervals. Reservoir compaction 

and surface subsidence have been associated with oil and gas production from several of 

these fields during the past 50 years. In the most extreme example, portions of the 
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Belridge field subsided more than 9 feet during the mid-1980s, resulting in damage to 

more than 400 wells operated by several oil companies. The surface above the Lost Hills 

field has been subsiding since the early 1950’s, and accelerated due to expanded well 

development in the late 1980’s [Bruno and Bovberg, 1992].  

Production history is available for the Belridge and Lost Hills oil fields. Table 3.2 

shows the total production in the Belridge (North and South) and Lost Hills oil fields 

compiled from various publications of the California Division of Oil and Gas (missing 

production data for year 1992, 1996, 1997 in the Stanford Earth Sciences library). In 

terms of production, the Belridge fields are much larger than the Lost Hills field.  
 
Table 3.1: Twenty-five largest oil fields of the United States ranked by cumulative 
production [International Petroleum Encyclopedia, 1989]. 

RANK Field Name 
(*San Joaquin field) 

Discovery 
Year 

State Cumulative 
Production 
(1000 bbls) 

Production in 
1988 
(1000 bbls) 

1 Prudhoe Bay 1967 AL 6,053,018 576,335 
2 East Texas 1930 TX 5,008,747 40,957 
3 Wilmington 1932 CA 2,292,229 29,921 
4 Midway-Sunset * 1894 CA 1,879,347 57,497 
5 Wasson 1936 TX 1,711,898 28,656 
6 Panhandle 1921 TX 1,423,286 7,812 
7 Kelly-Snyder 1948 TX 1,234,962 11,592 
8 Kern River * 1899 CA 1,204,479 46,899 
9 Yates 1926 TX 1,171,820 33,540 
10 Sho-Vel-Tum 1905 CK 1,167,379 18,398 
11 Huntington Beach 1920 CA 1,066,368 5,816 
12 Slaughter 1936 TX 1,029,800 20,364 
13 Long Beach 1921 CA 909,757 2,466 
14 Ventura 1919 CA 894,742 7,072 
15 Elk Hills 1911 CA 893,374 39,144 
16 Hawkins 1940 TX 821,644 8,244 
17 Oklahoma 1928 CK 816,170 802 
18 Glodsmith 1934 TX 755,516 7,248 
19 Coalinga * 1890 CA 753,845 10,212 
20 Tom O’Connor 1934 TX 747,848 10,380 
21 Conroe 1931 TX 727,215 3,864 
22 Hastings 1934 TX 697,237 3,084 
23 South Belridge * 1911 CA 677,083 60,583 
24 Spraberry Trend 1951 TX 653,388 22,212 
25 Buena Vista * 1909 CA 647,274 1,574 
San Joaquin Valley Fields Only * 6,055,402 215,909 
California Fields Only 11,218,498 261,184 
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Table 3.2: Production history of Belridge and Lost Hills oil fields (bbl). 
Year  North Belridge South Belridge Lost Hills 
1984 1,090,000 46,400,000 5,190,000 
1988 3,650,000  60,300,000 5,600,000 
1989 2,590,000 56,800,000 6,010,000 
1990 2,840,000 54,700,000 6,640,000 
1991 2,730,000 55,300,000 8,000,000 
1993 2,180,000 46,700,000 10,200,000  
1994 2,070,000 43,800,000 12,800,000 
1995 2,010,000 41,600,000 12,000,000 
1998 2,120,000 43,500,000 11,500,000 

 
 
Table 3.3: Key parameters for diatomite formation. 

 North Belridge South Belridge Lost Hills 

Geometrical properties  

size 4 x 0.8 mile 9.5 x 1.5 mile 12 x 1 mile 

thickness 1320 ft 500 ft 1000 ft 

average depth 2200 ft 1000 ft 300 ft 

Reservoir properties  

rock compressibility of 

producing formations 

~ 20 % production from diatomite:  
Static Young’s modulus: E = 0.05 GPa 

~ 80 % production from sandstone: 

E = 10 GPa 

most from 

diatomite:  

E = 0.05 GPa 

porosity 45% 50% 25~45% 

permeability 16~2400 mD 1.5 mD 100~2000 mD 

viscosity 8 cp 5500 cp 96 cp 

Production parameters    

initial reservoir pressure 500~600 psi 960 psi 50~850 psi 

production in 70 days in 

1992 

424,000 bbl 9,081,000 bbl 1,983,000 bbl 

 

In Table 3.3 we compiled some key geologic and reservoir parameters for Belridge 

and Lost Hills oil fields, using published data from the California Division of Oil and 

Gas. We observe that Lost Hills field has similar geometrical size as Belridge field, 

similar porosity, but is shallower, thicker, and has higher permeability and lower 
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viscosity. Both fields have the soft diatomite as reservoir rock, however, in Belridge, a 

larger portion of oil are produced from stiffer sandstones. 

 

3.4  Subsidence from InSAR  
 

Differential Synthetic Aperture Radar Interferometry (differential InSAR) is a newly 

emerged technique that allows for high-precision (a centimeter range) surface 

deformation over large areas [Massonet et al., 1993; Massonet and Feigl, 1998; Zebker 

et al., 1994; Gabriel et al., 1989; Amelung et al., 1999].   

 

 
Figure 3.2: Satellite intensity image of Lost Hills oil field. It is visible in the image three 

dark lines: the straight line on top is highway 46, the straight line to the upper right 
is highway 5, and the curved line is the California Aqueduct. The altitude of ERS 
satellite is almost 800 km above the ground, but still characteristic on the surface is 
clear to see. 
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We use two synthetic aperture radar (SAR) images acquired by the European Earth 

Remote-Sensing (ERS) satellites with a temporal separation of 105 days to form a change 

interferogram (see the description of this procedure in, e.g., Massonet and Feigl, 1998). 

The radar parameters are shown in Table 3.4.  

Table 3.4:  Satellite parameters of the two interferograms.  

Orbit# Date Orbit# Date Elapsed time Perp baseline (m) 

20191 11/05/95 24020 02/17/96 105 days 227 

 

Figure 3.2 is a satellite intensity image of the Lost Hills field. A satellite intensity 

image is essentially a map of reflection intensity of different portions of ground. The 

bright regular regions in the middle are agricultural fields; the dark portion to the lower 

left is a hilly area. It is also esay to see three dark lines in the image. The one on the top is 

highway CA46, the one to the upper right is Interstate 5, and the curved line to the mid-

right is the California Aqueduct. 

A change interferogram obtained from the described procedure represents the phase 

change between two signals reflected from the same point on the surface but at different 

time.  The more the subsidence the larger the phase change.  The radar wavelength of 

ERS satellites is 56 mm and, therefore, one cycle of phase corresponds to 28 mm (half 

wavelength) of radar line-of-sight displacement.  The look angle of the ERS satellites is 

23o.  As a result, the vertical ground displacement that corresponds to a cycle is 30.4 mm 

(28 mm / cos 23o). 

Because the phase is periodical (2π), the change interferogram requires unwrapping 

to obtain the absolute surface deformation occurring between the two points in time.  In 

this study we used a new unwrapping algorithm [Chen and Zebker, 2000], which gave 

improved results as compared to previous studies of the same area [Fielding et al., 1998; 

van der Kooij et al., 1997]. 

The interferogram corresponding to the 105-day period under examination is shown 

in Figure 3.3. The fringes form bowl-shaped patterns over Lost Hills and Belridge fields.  

One bowl-shaped fringe in this figure corresponds to 2π of the phase and 30.4 mm 
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vertical surface displacement. The number of the fringes over the Lost Hills field is 

between 4 and 5 and the resulting maximum subsidence is between 122 and 152 mm. 

 

 
Figure 3.3: Interferograms of Belridge and Lost Hills oil field. The time lapse is 105 days 

(11/5/99 – 2/17/96). The perpendicular baseline is 227 meters, hence the image 
includes both deformation and topography information. Most noticeably, the large 
fringes to the bottom left are topography effects, while the “bowl” shaped fringes in 
the image are resulting from deformation. 

 
 The unwrapped interferogram is given in Figure 3.4 where the subsidence is color-

coded.  The first panel of Figure 3.5 zooms on the Lost Hills field.  The maximum 

subsidence in the center of this field is about 15 cm – a dramatic value for the short 

period of 105 days. 
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Figure 3.4: Unwrapped interferogram showing the subsidence in Belridge and Lost Hills 

oil fields occurred between 11/5/99 – 2/17/96 (105days). The scale is in centimeters.  
The maximum subsidence reached 15 cm at the center of Lost Hills field. 

 

3.5  Subsidence from Oil Production  
 

Reservoir deformation due to pore fluid withdrawal and pore pressure drop is a 

complicated poroelastic/plastic process that often involves faulting and micro-

earthquakes [e.g., Segall et. al, 1994].  To model this deformation and the resulting 

surface subsidence, one needs detailed information about the poroelastic and plastic 

properties of the reservoir and overlaying rock.  Also, implementing the full system of 

equations describing the process requires involved numerical simulation [e.g., Settari and 

Mourits, 1998; Lewis and Shrefler, 1998].  For more information, we refer the reader to 

Chapter 2.  

In this study we use a simple model of surface deformation due to the shrinkage of a 

reservoir, which still allows us to highlight the principal features of the subsidence 
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process.  The model [Geertsma, 1973] assumes that the reservoir is a circular disk of 

radius R and height h buried parallel to the flat earth surface at depth D.  The elastic earth 

is treated as an elastic half-space with Poisson’s ratio ν.  Then the vertical component of 

the displacement of the surface u is 

 

αααν α drJRJehRru D∫
∞

−∆−=
0

01 )()()22()(          (1) 

 

where r is the radial coordinate along the surface with the origin above the center of the 

reservoir; ∆h is the reduction of the height of the reservoir due to its compaction; and α is 

the integration variable. 

To determine the vertical deformation of the disk-shaped reservoir ∆h, we assume 

that deformation is proportional to the change in the differential pressure acting on the 

reservoir, where the differential pressure is the difference between the overburden and 

pore pressure.  The overburden pressure remains constant and, as a result, the reservoir’s 

compaction is proportional to the pore pressure change ∆P. 

The next assumption is that the reservoir’s vertical deformation ∆h is inversely 

proportional to the “static” Young’s modulus E of the reservoir rock, which comes from 

laboratory high-strain deformation load-frame measurements.  As a result, 

 

  ∆h = h∆P / E.         (2) 

 

de Rouffignac et al. [1995] present stress-strain curves for diatomite reservoir rock 

samples from South Belridge that are approximately linear in loading.  The resulting 

average value of the static Young’s modulus is about 0.046 GPa, which indicates that 

diatomite is extremely soft rock.  We use the same E value for Lost Hills. 

The same authors present production-data-based reservoir simulation results for 

South Belridge.  From these results we estimate the approximate pore pressure drop over 

a 105-day period as 2.5 psi (160 psi of pore pressure drop for 20 years). 
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Next, we assume that the average reservoir thickness in Lost Hills is 300 m, 

according to The California division of oil, gas and geothermal resources [1984-1998].  

Then the resulting ∆h is 11 cm. 

 

 
 
Figure 3.5: (a) InSAR observed subsidence in Lost Hills oil field occurred between 

11/5/99 – 2/17/96 (105days). The dark lines show the locations of profile 1 and 2. 
The scale is in centimeters. (b). InSAR observed subsidence and theoretical 
subsidence along profile 1 for assumed reservoir radius of 0.5, 1, 2, and 8 miles, in 
Lost Hills field for the same period. (c) InSAR observed subsidence and theoretical 
subsidence along profile 2 for assumed reservoir radius of 0.5, 1, 2, and 8 miles, in 
Lost Hills field for the same period. 

 
 

It is clear from Figure 3.1 that the Lost Hills reservoir is not circular but rather 

elliptical.  Still, we will use the circular reservoir approximation and vary the reservoir 

radius to bound the estimate.  Specifically, we use Equation (1) for R = 0.5; 1; 2; and 8 
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miles.  We choose these values because the Lost Hills reservoir is 1 to 1.5 miles wide and 

about 16 miles long.  Also, we use D = 100 m for the depth of burial of the Lost Hills 

reservoir [The California division of oil, gas and geothermal resources, 1984-1998].  We 

also choose ν = 0.3 as an average Poisson’s ratio in the shallow subsurface. The surface 

vertical displacement profiles for R = 0.5; 1; 2; and 8 miles are plotted versus the radial 

coordinate in Figure 3.5b and 3.5c.  These displacement curves are superimposed on the 

subsidence profiles along the short (Figure 3.5b) and long (Figure 3.5c) axes of the 

elliptical subsidence bowl calculated from InSAR data. 

The theoretical R = 1 and 2 mile profiles are close to the observed subsidence values.  

The R = 8 mile profile matches the peak of the observed subsidence.  We conclude that, 

in general, the theoretical subsidence calculated from the production data is consistent 

with the InSAR data. 
 

3.6  Discussion  
 

3.6.1  Factors Affecting Surface Subsidence 

 

The estimate given in the previous section shows that hydrocarbon production and 

surface subsidence can be quantitatively linked to each other.  Therefore, it is possible, in 

principle, to monitor hydrocarbon production, and, in general, pore-fluid-related changes 

in the subsurface using InSAR data.  Still, it is important to include additional and 

detailed production, and reservoir and rock property data into consideration. 

Major factors that may affect surface subsidence include: 

1. Reservoir rock compressibility 

2. Porosity, permeability, and fluid properties; 

3. Reservoir size and thickness; 

4. Reservoir depth; 

5. Production volume. 

In the case of Belridge and Lost Hills fields, the large subsidence magnitude is 

mainly due to large reservoir rock compressibility, shallow reservoir depth, and large 

reservoir thickness.  
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Because of the shallow reservoir depth of Lost Hills field, heterogeneity in subsurface 

compaction is not blurred when transferred to the surface. It is seen in Figure 3.5 that 

subsidence is asymmetric along profile 2. This is possibly because production in Lost 

Hills takes place more in the Northwest portion than the Southeast portion of the field. 

Figure 3.6 is a well density map of the Lost Hills field. We see an apparent similarity in 

pattern between Figure 3.5a and Figure 3.6. 

 

 
Figure 3.6:  Well density map of Lost Hills oil field (courtesy of Chevron USA). 
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Reservoir rock compressibility, denoted Cm in Geertsma’s model, plays an important 

role in affecting subsidence as well. Consider Figure 3.7 that shows the annual 

production in the Belridge (North and South) and Lost Hills oil fields compiled from 

various publications of the California division of oil, gas and geothermal resources 

[1984-1998].  It is apparent that Lost Hills field has produced oil at a much slower rate 

than South Belridge field.  Logically, it would be reasonable that more subsidence should 

occur in Belridge than in Lost Hills.  However, Figure 3.3 shows the opposite effect.  

This effect can be explained by the fact that Lost Hills has similar size as South Belridge, 

similar porosity, but is shallower, thicker, has higher permeability, and contains oil of 

lower viscosity.  In addition, South Belridge produces only about 20% of its total 

production from soft diatomite [Bowersox, 1990], while most of the production in Lost 

Hills comes from diatomite.  It is hence understandable why a significantly smaller 

production rate in Lost Hills caused subsidence comparable to or even larger than the 

subsidence in South Belridge.   

Geertsma [1973] compiled the range of values for Cm in different rocks (Table 3.5), 

based on laboratory measurements. Cm depends on a number of factors, such as rock 

type, degree of cementation, porosity, and depth of burial. The lowest compressibility for 

sandstone formations is 0.16*10-5 cm2/kg, the compaction coefficient of pure quartz. The 

lower limit for limestones corresponds to the value for calcite, i.e., 0.08*10-5 cm2/kg. As a 

reference, the static Young’s modulus of Belridge diatomite used in this study is 0.046 

GPa, which corresponds to Cm = 20*10-5 cm2/kg. This value falls into the same range as 

soft unconsolidated sandstones.  

From the above discussion, we can see that reservoir properties such as rock 

compressibility, are essential factors in forming the final pattern of surface subsidence.  

Therefore, it may be possible to infer those important reservoir properties from high 

resolution InSAR data. 
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Figure 3.7:  Annual production volume of the Belridge (North and South) and Lost Hills 

oil fields in barrels. 
 
Table 3.5: Cm values (cm2/kg) for sandstones and carbonates (compiled from Geertsma, 
1973). Larger Cm values correspond to softer rocks. 

well consolidated: 0.4 ~ 1.8 * 10 -5 
 
semi-consolidated: 1.5 ~ 4 * 10 –5  
 

Sandstone 
For effective vertical stress range: 
100 ~ 200 kg/cm3 
(corresponds to depth of burial  
1000 m) unconsolidated: 3 ~ 45 * 10 –5  

 
well consolidated: 0.2 ~ 1.2 * 10 –5  
 
semi-consolidated: 1 ~ 3.5 * 10 –5  
 

Sandstone 
For effective vertical stress range: 
300 ~ 600 kg/cm3 
(corresponds to depth of burial  
3000 m) unconsolidated: 5 ~ 20 * 10 –5  

 
well consolidated: 0.2 ~ 1.2 * 10 -5  
 

Carbonate 
For effective vertical stress range: 
100 ~ 200 kg/cm3 
(corresponds to depth of burial  
1000 m) 

vuggy carbonate, soft limestone: 1 ~ 5  * 10 –5  
 
 
 
well consolidated: 0.2 ~ 1 * 10 –5  
 

Carbonate 
For effective vertical stress range: 
300 ~ 600 kg/cm3 
(corresponds to depth of burial  
3000 m) 

vuggy carbonate, soft limestone: 1 ~ 4  * 10 -5 
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3.6.2  Relationship Between Subsurface Compaction and Surface Subsidence 

 

The magnitude and pattern of subsurface compaction and surface subsidence are 

often different. Compare Figures 3.1 and 3.4, we see that the size of subsidence bowl is 

much smaller than the size of reservoir. For example, in Lost Hills, the size of subsidence 

bowl is approximately 1 X 3 miles, while the size of the reservoir is 1 X 12 miles. 

Reservoir depth is possibly the most important factor in determining the relationship 

between subsurface compaction and surface subsidence. For a shallow reservoir, the 

heterogeneity in subsurface compaction may be impressed in the heterogeneity of surface 

subsidence. However, for a deep reservoir, details in the subsurface may be averaged and 

blurred when transferred to the surface.  

Traditionally, reservoirs are monitored using 4D seismic. In Chapter 5, we will 

discuss how 4D seismic data can be used together with geomechanical data to predict 

porosity loss in reservoirs. In the following, we will investigate the relationship between 

volume loss on the ground and in the reservoir. Since volume loss on the ground can be 

obtained by integrating surface subsidence (which is truly independent information 

besides seismic data), this relationship may be used as an integral constraint on porosity 

loss prediction from seismic data.  

We first calculate the volume loss on the ground from SAR data and that in the 

subsurface from geomechanical data, for the Lost Hills field. 

By integrating surface subsidence from SAR in Lost Hills, we obtain  

 

Volume Loss on ground = 1.95 *106 m3    (3) 

 

On the other hand, using values of reservoir compaction and size of Lost Hills field 

from the previous sections, we obtain 

 

  Volume Loss in reservoir = vertical compaction * reservoir size  

    = 3.54 * 106 m3     (4) 

 

Therefore, the ratio of volume loss on ground over in the reservoir is 
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  Volume Loss Ratio = 0.55      (5) 

 

Intuitively, volume loss on the ground should be smaller than that in the subsurface, 

because cap rocks above the reservoir “absorb” some of the volume loss.  

We can also use Geertsma’s model [1973] to investigate the theoretical values of this 

volume loss ratio as a function of the ratio of reservoir depth over reservoir radius. The 

result is shown in Figure 3.8.  Intuitively, the lower bound of the volume loss ratio should 

be 0, when the reservoir is infinitely deep (reservoir depth = infinity);  the upper bound of 

the volume loss ratio should be 1, when the reservoir is infinitely shallow (reservoir 

depth = 0). Figure 3.8 describes this behavior.  

 

 
Figure 3.8: Theoretical values of volume loss ratio as a function of the ratio of reservoir 

depth over reservoir radius, calculated from Geertsma’s model [1973]. 
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3.7  Conclusions 
 

The case study in this chapter shows that applying physical modeling to the 

interpretation of InSAR data help determine important reservoir properties as well as 

fluid movement in the subsurface. Therefore, InSAR measurements can be an alternative 

or supplement to the expensive and time-consuming 4-D seismic reservoir monitoring 

technique.  

 

3.8  Acknowledgments  
 

Howard Zebker helped obtain SAR data and provided help for InSAR data 

processing; Curtis Chen provided software for phase unwrapping; Mamta Sinha helped 

with data processing.  This work was supported by DOE grant DE-FG03-98ER14904. 

 

3.9  Appendix : InSAR Basics 
 

3.9.1  Where to Look 

 

InSAR techniques for measuring small deformation by now have been well 

documented in the literature.  

Theory of 2-pass interferometry can be found in the 1993 Nature paper of Massonnet 

et al., “The displacement field of the Landers earthquake mapped by radar 

interferometry” [Nature, v. 364, p. 138-142, 1993].  

Theory of 3-pass interferometry can be found in the 1994 JGR paper of Zebker et al., 

“On the derivation of coseismic displacement fields using differential radar 

interferometry: The Landers earthquake” [JGR, v. 99, p 19617-19634, 1994].  

A review paper by Massonnet, D. and K.L. Feigl titled “Radar interferometry and its 

application to changes in the earth's surface” [Reviews of Geophysics, v. 36, p. 441-500, 

1998] is a fairly thorough discussion on the origin, theory, implementation and 

application of InSAR technique and contains over two hundred papers in its reference 

list. 
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3.9.2  Basic Concepts 

 

Synthetic Aperture Radar is a microwave-coherent imaging system that has day, night 

and all-weather capabilities. In repeat-pass SAR interferometry, or InSAR, two SAR 

datasets of the same area acquired from almost identical perspective are co-registered and 

combined into a so-called interferogram. Using InSAR technique, a detailed and accurate 

3-D relief map of the earth's surface can be produced [Zebker et al., 1994]. 

An extension of the basic InSAR technique, denoted differential InSAR since the 

phase measurement of interest results from the difference of two interferograms, allows 

the detection of very small (cm, mm level) movement of land surface features. The power 

of the differential InSAR lies in its capability of providing the high-resolution and large 

area coverage with an almost unprecendented accuracy [Zebker et al., 1994, van der 

Kooij, 1997]. 

 

3.9.3  Brief Theory 

 

There are mainly two types of InSAR techniques: 2-pass interferometry and 3-pass 

interferometry. Of the two different approaches, each has its own advantages and 

disadvantages. One of the most favorable advantage 3-pass interferometry has over its 2-

pass counterpart is that it does not require a digital elevation model (DEM).  Here we 

follow Zebker et al. [1994] and discuss briefly the theory of 3-pass interferometry which 

is utilized in the preparation of this thesis. To make it more intuitive, we assigned time t, 

t+2 and t+100 to the three antenna locations A1, A2 and A2’ (Figure 3.9), but in general 

they can be other time spans too. 

Assume at time t a satellite flied through point A1 and “looked” at ground point P, 

which means a signal was sent from A1, arrived at P, and reflected back to A1, hence the 

round-trip distance is 2 ρ .  Then at a later time t+2, the same satellite flied through point 

A2 and “looked” at ground point P again, and the round trip distance is 2 ( ρ  + δρ ).  
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Figure 3.9: Radar imaging geometry. The solid lines show that radar signal paths for the 

first interferogram pair formed by antennas at A1 and A2. Dashed lines show signal 
path for second interferogram acquired over the same site but with antennas located 
at A1 and A2’ (from Zebker, 1994). 

 

For the two round-trip distances taken as 2 ρ  and 2 ( ρ  + δρ ), the measured phase 

difference φ   will be 

 

ρδ
λ
πφ 4=        (6) 

 

when the assumption that each resolution element on the ground behaves the same for 

each observation is made (which is called “temporally correlated” --- more on this in 

Zebker et al., 1994).  

A few more steps will lead to δρ = B//, and the key in the derivation is that z (for 

ERS-1/2, around 800 km) is much larger than B (usually less than 500 m to be useful) in 

reality. Therefore 
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//
4 B
λ
πφ =        (7) 

 

Let us next assume at time t+100, the same satellite flew through A2’ and looked at 

ground point P again. If there were deformation during the time between t and t and 

t+100, then the phase difference between A1-P and A2’-P would be 

 

)(4 '
//

' Bd += δ
λ
πφ       (8) 

 

in which dδ denotes deformation. Comparing (2) and (3), it is easy to see that 

deformation dδ  is 

 

π

φφ
λδ

22
//

'
//'

B
B

d
−

=       (9) 

 

For ERS-1 and ERS-2 satellites, 
2
λ  = 28 mm, hence a fringe (2π  of phase difference) 

corresponds to 28 mm of deformation. 

 

3.9.4  Quick Facts  

 

Standard applications of InSAR are measuring topography and deformation. Here we 

list some facts about InSAR in measuring deformation. 

1. Horizontal resolution: several tens of meters 

2. Vertical accuracy: cm / mm level  

3. Coverage: large area of coverage (hundreds of square kilometers) 

4. Observation cadence: ~ 1 pass / month for ERS satellites 

5. Data availability: available from several space agencies in the US, Europe, 

Canada, and Japan (e.g., European space agency launched ERS-1 in 1991, 
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ERS –2 in 1995 and is planning to launch ENVISAT in 2000, all of which 

provides high-quality SAR data). 

6. Software availability: there are many InSAR software packages available, a 

large portion of them are public domain packages (e.g., the Stanford InSAR 

package is a full-capability InSAR package available in public domain). 

In comparison, traditional (detailed surveying and tide gauges, GPS) geodetic 

measurements:  

1. Measure changes in the locations of a limited set of benchmarks 

2. Require a large number of individual observations to map the subsidence 
distribution 

3. Require ground access 

4. Generally costly to acquire 

 

3.9.5  Previous Applications 

 

InSAR techniques have been successfully applied to measuring small deformations in 

many different areas such as earthquakes, glaciers, landslides, and volcanoes.   
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Chapter 4 

Static Monitoring: 
Compaction/Subsidence as a Stand-
Alone Monitoring Tool 
 
4.1  Abstract 

 

In this chapter, we study the “ear-shape” puzzle: the effect of permeability anisotropy 

and boundary conditions on the pattern of production-induced pressure depletion and 

surface subsidence. Using this example, we demonstrate that, in principle, InSAR can be 

used as a stand-alone tool for reservoir monitoring.  

We study the effects by performing numerical simulations on an imaginary reservoir 

that is homogeneous and isotropic except that the permeability is anisotropic. The 

numerical simulations are performed for different combinations of permeability 

anisotropy and boundary conditions. We find that the subsidence pattern is affected by 

both factors. Since we often have fairly good ideas about the tectonic settings and 

boundaries of a reservoir from geology, using subsidence from InSAR, we may be able to 

infer information about permeability anisotropy, which is otherwise very difficult to 

obtain. 

 

4.2  Introduction 
 

InSAR can be used as a stand-alone tool for reservoir characterization and 

monitoring. A quick observation is that the magnitude and patterns of subsidence are 

often good indications of reservoir shape, size and depth. They are also affected by 

reservoir rock properties and production history. In Chapter 3, we have shown that the 

large subsidence in Lost Hills, as compared to Belridge, is due to its shallow reservoir 

depth, large reservoir thickness, and large reservoir rock compressibility, although Lost 
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Hills has a much more modest production volume than Belridge. We have also shown 

that the asymmetry of subsidence in the Lost Hills field is most likely caused by the 

asymmetric distribution of production volume inside the field.  

In addition to the above factors, subsidence pattern may also be an indication of 

permeability anisotropy. Permeability anisotropy is often recognized in producing 

reservoirs and is known to have significant effects on production. Surface subsidence, 

which is the surface imprint of reservoir pressure depletion and compaction, may be used 

to detect permeability anisotropy in the reservoir. In this chapter, we will show how the 

combined effect of permeability anisotropy and boundary conditions form the pressure 

depletion pattern in producing reservoirs. 
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in East Mesa may be due to different reasons, one of them being permeability anisotropy 

in the reservoir. The question is, if the assumption is made that all reservoir properties are 

homogeneous and isotropic except permeability, then which diagonal of the ellipse has 

larger permeability? 

When Nur challenged his audience with this question during the Stanford Rock 

Physics (SRB) annual meeting in 1999, there were two different guesses: (1). The N-S 

direction has larger permeability so that fluid is easier to flow along that direction to 

cause more pressure drop (2).  The E-W direction has larger permeability so that fluid is 

easier to flow along that direction, and fluid in the near-well region can be easily replaced 

by fluid from far-well region, hence causing less pressure drop and surface subsidence.  

The question has since been known within SRB as the “ear-shape (the subsidence 

pattern at East Mesa) puzzle”. The practical significance of the proposed question lies in 

the fact that permeability has long been one of the most difficult-to-obtain reservoir 

properties. If the above question can be correctly answered, then we may be able to get at 

least some qualitative or semi-quantitative information about permeability, under the 

situation when we do not have much knowledge about permeability, but do have some 

reasonable knowledge about other reservoir properties, with a little inexpensive help 

from subsidence obtained from SAR. 

In this chapter we will show, by numerical analysis, that a complete answer will 

depend both on permeability anisotropy and on boundary conditions.  

 

4.3  Numerical Simulation 
 

If we assume that in a reservoir, production causes pore pressure drop, which again 

causes reservoir compaction and surface subsidence, then the key to answering the above 

puzzle will be to simulate the fluid flow behavior in reservoirs.  

Over the years reservoir engineers have established a full suite of methods and tools 

for fluid flow simulation [e.g., Aziz and Settari, 1979].  In this chapter, we will solve the 

standard reservoir simulation equation in 2D for different combinations of permeability 

anisotropy and boundary conditions.  
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4.3.1  Setup  

 

In petroleum engineering, the process of pore pressure depletion induced by oil 

production is often characterized by the following pore pressure diffusion equation [Aziz 

& Settari, 1979]: 

 

 Qpc
t
p +∇=

∂
∂ 2          (1) 

 

In this chapter, we solve the above equation in 2D for different combinations of 

permeability anisotropy and boundary conditions. In brief, the reservoir under study is 

square-shaped which contains single-phase fluid (oil), and the production well is placed 

at the center of the reservoir with fixed production rate. The parameters we used are 

shown in Table 4.1.  

 
Table 4.1: Simulation setup for solving equation (1). The meanings of most of the 
parameters are straightforward; the meaning of “γ” will be explained in the next section. 

 
1. reservoir geometry 

Lx = Ly = 2100 ft,  Lz = 500ft    (reservoir size) 
Dtop = 8000 ft               (top of reservoir) 

2. reservoir properties 
φ = 0.2               (porosity) 
Cf = 5.5 * 10 -6 psi-1                     (oil compressibility) 
ρo = 49.1lbm/ft3               (oil density at  SDT)  
µ= 1cp                (oil viscosity) 

3. simulation parameters 
Qcenter = 20000 STB/day             (production rate) 
Pinit = 3686.889 psi                     (initial pressure) 
Pref = 14.7 psi             (reference pressure)  
T = 50 day                       (total run time)  
Dt = 1day                 (time step) 

4. boundary condition 
 γ1  = γ2  = c1               (see text) 
 γ3  = γ4  = c2               (see text) 
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4.3.2  Handling of Boundary Conditions 

 

Typically there are three types of boundary conditions for pressure diffusion 

equations in petroleum applications: (1) prescribed zero flux condition for closed 

boundary; (2) prescribed finite flux condition or (3) prescribed constant pressure 

condition for open boundary.  Both (1) and (2) are the Neuman boundary conditions; (3) 

is the Dirichlet boundary condition. 

In this chapter, we select the two Neuman boundary conditions (1) and (2) for closed 

and open boundaries, respectively.  The value of γ in table 4.1 is defined as the ratio of 

flux through the boundary to the flux through the grid line immediately next to the 

boundary. Therefore γ = 0 means closed boundary; γ > 0 means open boundary.  γ1 and 

γ2  are for the two ends of x direction, γ3 and γ4 are for the two ends of y direction. In this 

chapter, we use γ = 1 to represent an open boundary. 

 

4.4  Simulation Results 
 

Figure 4.2 shows the simulation results, which are the pore pressure distribution after 

50 days of production for our specific setup. In the following discussion, we will use 

“plate (1,1)”,  “plate (1,2)”, … , through “plate (3,4)” to denote the images contained in 

Figure 4.2, where the numbers inside the parentheses corresponds to the row and column 

numbers, respectively. 

To study the first order effect, we assumed earlier that surface deformation is related 

to pore pressure drop. Therefore, the pore pressure images in Figure 4.2 can be 

qualitatively thought of as estimates of surface subsidence. One obvious observation is 

that, for that square-shaped reservoir, an anisotropic subsidence can be caused by either 

anisotropic permeability or anisotropic boundary condition. Since geology can often give 

us a fairly good idea about reservoir dimension and boundaries, the extra information of 

subsidence may help us gain a better understanding towards permeability, which is 

otherwise difficult to obtain.  
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igure 4.2: Pressure distribution after 50 days of production. The diagrams on top show 
boundary conditions --- an arrow that is completely inside the box represents closed 
boundary, and an arrow that crosses the box represents open boundary. The 
diagrams to the leftmost show permeability – a short arrow represents k=100 mD, 
and a long arrow represents k = 500mD. Therefore, for example, the image on the 
bottom right has the following setup: kx = 500 mD, ky = 100 mD, open boundary 
along x direction (here we use γ1  = γ2  = 1), close boundary along y direction (here 
we use γ3  = γ4  = 0). 
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s (1,1) and (2,1) both have isotropic permeability and closed boundaries in both 

directions. It appears to be counter-intuitive that pressure drops more in plate 
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permeability means fluid is harder to flow. However, the reason for this counter-intuitive 

result is that the same constant production rate constraints are specified in both cases.  

 

4.4.2  Open Boundary and Isotropic Permeability --- Plates (1,2) & (2,2) of Figure 

4.2 

 

Plates (1,2) and (2,2) both have isotropic permeability and open boundaries in both x 

and y directions. We observe that pressure drops more in plate (2,2) where permeabilities 

are smaller than those in plate (1,2).  

In practice, an open boundary is often modeled as aquifer support or injection wells 

(sometimes production wells). Therefore, when injection rates at the boundary are 

carefully arranged, an open boundary reservoir may be equivalent to a closed boundary 

reservoir with injection wells sitting on the boundary.  

If we think of plates (1,2) and (2,2) as closed reservoirs with injections wells located 

at the boundaries, then the above observation explains the phenomenon that, when 

permeability is low, it is more difficult to mitigate local compaction at production wells 

by fluid injection into adjacent wells. The same rule applies to high-viscosity fluid: if the 

fluid viscosity is very high, local compaction at production wells cannot be mitigated by 

fluid injection into adjacent wells [Donaldson, 1995]. 

 

4.4.3  Open Boundary and Anisotropic Permeability, Plate (3,2) of Figure 4.2 

 

In plate (3,2), pressure drop is more significant along the x direction (the horizontal 

direction in the image), along which the permeability is larger.  

As we mentioned in the introduction section, one argument is that pressure should 

drop less along the x direction, because the large permeability along the x direction will 

make it easier for the fluid at the near-well region to be replaced, hence maintain pore 

pressure. However, if we think of the open boundary reservoir as an infinite 

homogeneous reservoir, then (1) the pressures at the center are the same for both x and y 

direction;  (2) the pressures at infinity are also the same (probably zero) for both x and y 

direction; (3) the overall fluid flow to the production well is larger along the x direction 
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since kx is larger. Therefore, it is apparent that pressure drop will be more significant 

along the x direction, as seen in Figure 4.3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 
 
Figure 4.3: Pressure profiles for open boundary and anisotropic permeability. 
 

4.4.4  Closed Boundary and Anisotropic Permeability, Plate (3,1) of Figure 4.2, and 

Explanation From the Analytical Solution 

 

In plate (3,1), the pressure drop is more significant along the x direction (the 

horizontal direction), along which the permeability is larger.  

This observation is easily explained by considering the partial differential equation 

[Carslaw & Jaeger, 1986; Gringarten & Ramey, 1973]. In 2D, equation (1) is often 

written as: 
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When kx = ky  (isotropic), the pressure distribution will be axisymmetric.  When 

permeability is anisotropic, a simple variable substitution of  

 

  yx kyykx /',/' ==x        (3)  

 

explains the result shown in plate (3,1). Although different methods (mainly Fourier 

Transform, Laplace Transform and Green’s Functions methods) can be applied to solve 

Equation (2) analytically, the fact that permeability appears in the numerator rather than 

in the denominator is itself sufficient to determine the pressure drop pattern in anisotropic 

reservoirs.  

 

4.4.5 Closed Boundary Along One Direction, the Last Two Columns in Figure 4.2 

 

The combined effects of permeability anisotropy and boundary conditions show more 

dramatic results when the boundary is open along one direction and closed along the 

other direction. The two basic observations are, first, pressure drop is more significant 

along the direction which has a closed boundary; second, there is competition in the 

effect of permeability and boundary condition in determining the pressure drop pattern.  

 

4.5  Rectangular Reservoir  
 

A seemingly simple and straightforward explanation for the elliptical shape of 

subsidence in Figure 4.1 is that the shape of the reservoir itself is elliptical. In the 

following, we will discuss what happens in a rectangular reservoir (instead of a elliptical 

reservoir, for mathematical convenience) to answer the question.  

Figure 4.4 shows pressure distribution after 50 days of production in a rectangular 

reservoir for our specific setup. It mimics the situation of an infinite slab reservoir 

bounded by two impermeable faults at the top and bottom. It is interesting that although 

the reservoir extends along the x direction, the pressure contour actually extends along 

the y direction.  
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Figure 4.5 gives the explanation, in which the two situations in (a) and (b) are thought 

to be equivalent. Situation (a) is the same as Figure 4.4. Situation (b) describes a fully 

closed reservoir, with injection wells sitting on the boundary of the x direction --- it is 

apparent that pressure drop will be smaller along the x direction because of the supply by 

the injection wells. 
 

 
 
Figure 4.4: Pressure distribution after 50 days of production in a rectangular reservoir, 

whose length is twice its width. The single producing well is at the center of 
reservoir. Permeability is isotropic. The boundary is open to the left and right, while 
closed at the top and bottom.  

 
 
   slab reservoir       injection   
            

(a) (b)  
 

Figure 4.5: Explanation for the observation in Figure 4.4 that pressure drop is more 
significant along the direction where the boundaries are closed.  
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The result shows that, if we obtain a subsidence map similar to one shown in Figure 

4.1, it is not always correct to conclude that the reservoir extends along N-S direction. If 

boundary condition happens to be similar to the one we show in Figure 4.4, then the 

result may be just the reverse.  
 

4.6  Discussion  
 

In this chapter, we have shown how reservoir simulation can be integrated with 

satellite remote sensing for better reservoir description and monitoring. The idea is 

simple: if subsidence occurs over an oil field, satellite remote sensing can be used to 

detect the subsidence, and reservoir simulation can be used to model the subsidence. By 

integrating reservoir simulation and satellite remote sensing, we can continuously 

monitor the hydrocarbon production in the reservoir.  

Comparing to ten years ago, there is much less doubt about the importance of 

reservoir monitoring [Nur, 1989]. 4D seismic, for example, has shown remarkable 

success in the industry. Nevertheless, it is not the only possible approach. Ushijima et al. 

[1999], for example, explored a 4D electrical technique for monitoring fluid flow 

behaviors during massive water/steam injection operations through a borehole. In fact, if 

we really think about reservoir monitoring, its ultimate goal is no more than mapping the 

changes in producing reservoirs. The major changes during production/injection are 

typically fluid saturation and pore pressure changes (sometimes temperature changes as 

well), which have profound effects on a full range of physical quantities: velocity, 

electromagnetic properties, reservoir compaction, and so on. From this perspective, 4D 

seismic merely uses one of the above listed quantities – velocity – for its monitoring 

operations. The question to ask then is “can we use other quantities for monitoring as 

well?” 

In this chapter, we have shown an initial step in such an attempt: using production-

induced surface subsidence for reservoir monitoring.  The basis for such monitoring will 

be the integration of reservoir simulation and InSAR, with one providing a technique for 

field measurement and the other for numerical simulation. From the example we 

presented above, the method seems to be feasible. Comparing to 4D seismic, it has two 
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significant advantages: (1) low cost (SAR data can typically be ordered with a modest 

fee); (2) continuous monitoring ability (SAR data are available for a specific point every 

one month or so). The second point is especially interesting because, unlike 4D seismic, 

which typically samples only a few points on the time axis, the method we proposed can 

have a much higher sampling rate (one sample per month) on the time axis, and hence 

closely monitor changes in the reservoir. 

SAR does have limitations. The most significant is that SAR cannot be used to 

measure subsidence in offshore fields as well as in areas with heavy vegetation. 
 

4.7  Conclusions  
 

In this chapter, we analyzed the combined effect of permeability anisotropy and 

boundary condition on forming the pattern of reservoir pressure depletion. We found that 

in a producing reservoir, pressure tends to drop more along the large permeability 

direction, and along the direction at whose ends the boundary are closed to fluid flux. 

Since subsidence is merely a surface imprint of reservoir pressure depletion, the 

result presented here can be used as a basis for detecting permeability anisotropy from 

surface subsidence.  

Traditionally, permeability anisotropy is detected through well testing [Zhang et al., 

1996] or analyzing production data [Arnold et al., 1962].  However, as high precision, 

high resolution InSAR data become available, the implication of detecting permeability 

anisotropy using InSAR data is promising and it can serve as a supplement or alternative 

to the traditional detection and monitoring tools.  
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Chapter 5 

Dynamic Monitoring: 
Compaction/Subsidence as an 
Additional Input/Constraint in the 
4D Seismic Monitoring Workflow 
 
5.1  Abstract 
 

Published laboratory data acquired on unconsolidated shaly sands show that effective 

pressure increase may cause strong porosity reduction and velocity increase.  We use 

these data in a range of pressure and water saturation (via theoretical fluid substitution) to 

design a rock physics transform that links the acoustic and elastic impedance to pore 

pressure, saturation, and porosity.  By using a synthetic example, we show that 

impedance inversion volumes can be transformed into volumes of changes in pressure, 

saturation, and porosity. 

This result demonstrates that by integrating 4D seismic and geomechanics, we can 

predict reservoir compaction due to production and pressure depletion. Since reservoir 

compaction and surface subsidence are closely related, InSAR measured surface 

subsidence will provide an integral constraint on the 4D seismic prediction of porosity 

loss. Therefore, it is possible to combine traditional 4D seismic workflow and InSAR 

measurements of surface subsidence for better reservoir monitoring. 

 

5.2  Introduction  
 

In Chapter 3, we studied the measurement of surface subsidence using InSAR. In 

Chapter 4, through reservoir simulation, we demonstrated that InSAR measured 

subsidence may be used as a stand-alone monitoring tool for detecting reservoir 
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permeability anisotropy. In this chapter, we will study the 4D seismic response to 

reservoir compaction, and discuss the integration of the 4D seismic workflow and InSAR 

measurements of surface subsidence for better reservoir monitoring. 

Reservoir compaction due to hydrocarbon production is common in unconsolidated 

reservoirs worldwide.  Compaction may result in well failure, surface subsidence, and 

platform sinking.  Examples of subsidence from Wilmington, California; Belridge, 

California; Ekofisk, the North Sea; Lake Maracaibo, Venezuela; and Groningen, the 

Netherlands, are well documented. 

In a realistic producing reservoir, compaction and seismic velocity changes often 

coexist.  However, traditionally, reservoir compaction and 4D seismic have been treated 

as two separate technical areas, the former by geomechanics and the latter by seismic 

imaging. Reservoir compaction is commonly studied using laboratory stress-strain 

measurements and coupled geomechanics and flow simulation. 4D seismic velocity 

changes are commonly interpreted as the combined effect of pressure and saturation 

changes, without considering porosity changes caused by compaction.  Rock physics that 

treats rock in its entirety provides a natural link between seismic attributes, reservoir 

properties and conditions. 

In this chapter we explore the effect of reservoir compaction on static and dynamic 

reservoir properties through the integration of geomechanics and 4D seismic. To outline 

a new workflow that provides porosity changes (in addition to pressure and saturation 

changes) from impedance inversion, we examine a dataset by Yin [1992] that includes 

handmade sand/clay mixtures.  Such samples are relevant to soft sediments found in 

many locations, including the Gulf of Mexico.  We use one of the samples to design a 

transform between the acoustic and elastic impedances and pressure, saturation, and 

porosity.  Then we use this rock physics transform in a synthetic example to show how to 

derive porosity reduction from seismic inversion data. 

This result shows that we can predict porosity loss in a reservoir from 4D seismic.  

On the other hand, porosity loss in the reservoir is related to surface subsidence. In 

Chapter 3, we have shown the relationship between absolute volume loss on the ground 

(subsidence) and the absolute volume loss in the reservoir (compaction, or porosity loss). 

Therefore, this relationship provides an integral constraint on the 4D seismic prediction 

of porosity loss. 
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5.3  The Status & Limitations in Today’s Reservoir Compaction Study 
 

Currently, studies on the detection, prediction and mitigation of reservoir compaction 

are commonly focused on the following aspects: (1) Geomechanics --- laboratory 

measurements of reservoir rock to establish the constitutive relationship between stress 

and strain during loading, unloading, and reloading, performed for several cycles; (2) 

Numerical modeling --- coupled simulation of fluid flow and geomechanics to model and 

predict reservoir compaction, during which stage the established constitutive relationship 

is used as an input; (3) Reservoir engineering --- the design and optimization of injection 

patterns to mitigate reservoir compaction and surface subsidence, aiming at preventing 

well failure and/or platform sinking.  

However, besides the cause and effect relationship of “pressure change --- reservoir 

compaction”, there is another side to reservoir compaction: because of the strong 

dependences between velocity and porosity, porosity loss due to reservoir compaction 

often results in the increase in seismic velocity. Since there is such relationship between 

porosity change and velocity change, and velocity change can be obtained from 4D 

seismic, we can detect reservoir compaction from 4D seismic. 

 

5.4  The Status & Limitations in Today’s 4D Seismic Study  
 

The feasibility of 4D seismic was first demonstrated in the laboratory by ultrasonic 

rock physics measurements [Tosaya et al., 1984; Wang & Nur, 1986; Nur 1989]. Some 

early testing of the method in the fields include Eastwood et al., 1994; Lumley, 1995; 

Jenkins et al., 1997; etc. The application of 4D seismic for reservoir monitoring and 

management has grown exponentially in recent years [Lumley, 2001]. 

Figure 5.1 shows a few commonly used techniques in reservoir management, which 

include both the 4D seismic technique and techniques that have close relationships to 4D 

seismic. First of all, the goal of 4D seismic monitoring is to image fluid flow in a 

reservoir at the production stage. The principle of 4D seismic is fairly simple: We first 

subtract two 3D seismic volumes acquired at two different times to obtain the seismic 
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changes (process 2 in figure 5.1), which are then mapped into reservoir property changes 

(process 3b). To perform the mapping, a site-specific rock physics transform, which links 

seismic properties and reservoir properties, has to be used. Comparing to flow simulation 

(process 1), which predicts fluid flow, the advantage of 4D seismic is that it directly 

images fluid flow. 

 
 
Figure 5.1: Links among reservoir simulation, 4D processing, 4D modeling, 4D 

inversion, and seismic history matching. Rock physics plays a central role in the dual 
processes of 4D modeling and 4D inversion. 

 
The above process of “imaging fluid flow” from 4D seismic is an inversion process. 

There is also a forward process: if we have obtained reservoir property changes from 

flow simulation, then we can use forward modeling to obtain the 4D seismic change (step 

3a). Again, in this forward process, a site-specific rock physics transform has to be used 

as well. It is straightforward that the rock physics transforms used in step 3a and step 3b 

have to be identical. It is also evident that rock physics plays a central role in the dual 

processes of 4D modeling and 4D inversion (steps 3a and 3b). 

An optional step called “seismic history matching” (step 4), which optimizes between 

forward modeling and inversion, is sometimes used as well.  

Currently most 4D seismic study aims at inverting pressure and saturation changes 

during production. There are many approaches to distinguishing the two effects from 4D 

seismic. Most of those approaches are based on the fact that pressure affects both P and S 

wave velocity, while saturation (approximately) only affects P wave velocity. Typically, 

a pair of seismic properties, each one containing either P or S wave information, are used. 

Commonly used pairs are “P wave velocity – S wave velocity”, “P wave velocity – 
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Vp/Vs ratio”, “AVO intercept – AVO gradient”, “Acoustic Impedance – Elastic 

Impedance”, “P wave impedance – Poisson’s ratio”, “Lame’s constant λ – Lame’s 

constant µ (both multiplied by density ρ)” etc [e.g., Dvorkin et al., 1999; Tura & Lumley, 

1999; Landro, 2001; Carcione et al., 2001].  

Although mathematically simple, the above approaches make, explicitly or implicitly, 

either one of the following two assumptions, which do not always hold: 

 

• Porosity does not change, or only undergoes very small changes, during 

production. Therefore, 4D seismic changes can be interpreted as the combined 

effects of pore pressure and fluid saturation changes only.  

• Porosity may undergo changes, but it is implicitly included in the “velocity – 

pressure” relationship. Therefore, 4D seismic changes can still be interpreted as 

the combined effects of pore pressure and fluid saturation changes only. 

 

The first assumption is often incorrect. Xu et al. [2001] compiled a list of well-known 

compacting reservoirs worldwide, which demonstrated that not only does reservoir 

compaction (porosity loss) take place, but also it may be severe enough to cause 

significant surface subsidence.   

The second assumption is sometimes incorrect as well, especially in unconsolidated 

soft sediments [Prasad, 2002, personal communication] or clay-rich sands [Moos & 

Chang, 1998; Yin, 1992]. There are two common mechanisms for porosity loss, neither of 

which can be handled implicitly by a “velocity-pressure” relationship: first, even under 

constant differential pressure, rock may undergo compaction (“creep”); second, when 

rock is loaded and then unloaded, even if the pressure does not change before and after 

the process, there may be porosity loss due to irrecoverable plastic deformation.  

Figure 5.2 [Moos & Chang, 1998] shows the ultrasonic laboratory measurements on 

Wilmington sand. In Figure 5.2, porosity decreases during loading and rebounds during 

unloading. However, because porosity does not rebound fully during the unloading 

process, after one cycle, there is some permanent loss of porosity.  
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Figure 5.2: Ultrasonic laboratory measurements on Wilmington sands. (a) Confining 
pressure vs. porosity, illustrating loading (compaction) and unloading/reloading 
trends for the two samples in the study. (b) P-wave modulus calculated from pulse 
transmission measurements vs. porosity, showing time dependence. The loading, 
unloading and reloading trends can be seen clearly in the data as well [Moos & 
Chang, 1998]. 

 
Imagine we deplete a reservoir first and then manage to restore the pore pressure fully 

to its original state through injection. Because the pore pressure is restored fully, the 

pressure change before and after the full cycle is zero. However, because of porosity loss 

in the cycle, the rock velocity still increases. If we were to use the traditional “pressure, 

saturation <==> velocity” transform, then this velocity increase would be interpreted as 

pore pressure decrease. In other words, in a compacting reservoir, if porosity loss is 
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neglected, then the porosity effect on seismic will be wrongly interpreted as pressure 

effect. Specifically, neglecting porosity loss is equivalent to overestimating pore pressure 

decrease.  

In addition, in the case of cyclic steam injection, porosity loss may accumulate during 

each cycle of loading and unloading. Therefore, even if porosity loss is small during each 

cycle, the cumulative effect may be significant. 
 

5.5  Studying Reservoir Compaction and 4D Seismic Together  
 

Reservoir compaction is a “static” effect, and velocity decrease is a “dynamic” effect. 

Therefore, the cause-effect relationship between reservoir compaction and velocity 

decrease contains both the “static” and the “dynamic” aspects.  

However, interestingly, the two aspects of the same problem seem rarely to meet each 

other: On one hand, people who study reservoir compaction by measuring stress-strain 

curves in the lab rarely include velocity in their data interpretation, or even do not 

measure velocity changes (during loading, unloading, and reloading) at all. On the other 

hand, people who study time-lapse seismic monitoring often avoid the compaction issue 

by assuming constant porosity pre- and post-production.  

New opportunities rise when we link the two aspects together. Specifically, there are 

two direct benefits if we are able to build the link between reservoir compaction and 

velocity change: (1) by including the compaction effect, we will achieve more accurate 

results in the 4D seismic study, especially in stress-sensitive reservoirs; (2) In reverse, 

with obtained 4D seismic data, using the link between reservoir compaction and velocity 

change, we can interpret it back to reservoir property changes, one of which is porosity 

change (reservoir compaction). 

In this chapter, we attempt to build such a link --- a rock physics model -- by 

investigating the combined effects of pressure, saturation, and porosity on 4D seismic, 

based on published laboratory measurements. The model differs from existing 

compaction detection methods in that it may be used to detect compaction not from 

“stress-strain relationship”, but from “velocity-porosity relationship”. The model also 

differs from existing 4D techniques in that it not only considers pressure and saturation 

changes during production, but also considers porosity changes.  
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The methodology illustrated in this chapter may be used to construct site-specific 

rock models that can be readily applied in the following aspects: (1) detecting pressure, 

saturation, and porosity changes from 4D seismic, which are important for reservoir 

production management; (2) detecting absolute values of pressure, saturation, and 

porosity from 3D seismic, which are essential for overpressure detection, direct 

hydrocarbon identification, and reservoir characterization. In both cases, the only 

necessary inputs are 3D/4D seismic cubes and calibrated site-specific rock physics 

transforms; the outputs are pressure, saturation, and porosity cubes, or cubes of their 

changes.   

In all the following discussions, isothermal conditions are assumed. 

 

5.6  Yin’s Laboratory Data of Shaly Sands  
 

Figure 5.3 shows the ultrasonic laboratory measurements of Yin [1992]. As a quality 

control step, the data were smoothed to avoid sudden jumps in shear wave velocity 

measurements, which are often error-prone at low effective pressures. The plot shows the 

porosity and velocity changes of one single sample during loading and unloading. The 

sample of sand-clay mixture was prepared by mixing 70% clean Ottawa sand with 30% 

pure Kaolinite powder at room dry condition. The sample weighed 100 grams. The 

sample was loaded and then unloaded, and porosity was measured during the process (top 

plate). P wave and S wave velocities were measured simultaneously during the loading 

and unloading process (bottom plate). 

During the loading cycle, the initial porosity of 27% as measured at about 10 MPa 

differential (confining minus pore, where pore pressure = 0 MPa for dry) pressure 

decreases to 24.5% at 15 MPa and 19.5% at 25 MPa (values are extrapolated from lab 

data).  Such changes in differential pressure may occur in a high-pressure reservoir 

produced by depletion.  The elastic-wave velocity changes associated with the 

differential pressure changes are also dramatic.  The dry-rock P-wave velocity increases 

from 1100 to 1550 to 1750 m/s (extrapolated) as the pressure increases from 5 to 15 to 25 

MPa.  The corresponding S-wave velocity values are 600, 800, and 900 m/s 

(extrapolated). Also notice that during one full cycle of loading and unloading, due to 
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irrecoverable porosity loss, velocity increases significantly (~10% for P wave velocity, 

~20% for S wave velocity). 

 

 
Figure 5.3: Laboratory data of Yin [1992] on room-dry sand-clay mixture of 30% clay 

content.  Top – porosity versus differential (confining minus pore) pressure.  The 
upper branch is loading while the lower branch is unloading.  Bottom – P- and S-
wave velocity versus differential pressure.  The lower branches are for loading while 
the upper branches are for unloading. 

 

The elastic-wave velocity changes shown in Figure 5.3 can be transformed into the 

changes of the acoustic and elastic impedance (Figure 5.4). This step is important for 

monitoring recovery from seismic impedance inversion. We see that both P and S wave 

impedances increase as differential pressure increases. Notice the pronounced effect of 

compaction on the dry-rock Poisson’s ratio – it is relatively small in the uncompacted 
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rock (about 0.24) and increases to 0.34 as the rock is compacted to 14% porosity.  The 

increase of Poisson’s ratio with increasing differential pressure is often a good indication 

of dry or gas-saturated sands [Dvorkin et al., 1999].  

 

 
Figure 5.4: Laboratory data of Yin [1992] on room-dry sand-clay mixture of 30% clay 

content.  Upper row – P- and S-wave impedance versus the differential pressure.  
Lower row – Poisson’s ratio versus the differential pressure (left) and versus P-wave 
impedance (right).  In the lower row, the upper branch is for loading while the lower 
branch is for unloading. 

 

The experimental data shown in Figure 5.3 and 5.4 can be used to predict seismic 

property changes not only due to pressure but also due to saturation.  An example is 

given in Figure 5.5, where we use fluid substitution (uniform and patchy) to calculate the 

elastic properties at partial and full water saturation from the dry-rock data. 

Especially useful may be the Poisson’s ratio versus P-wave impedance map that 

shows how the same rock sample occupies different positions depending on the state of 
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pressure and saturation (Figure 5.5, bottom row, right).  This map can serve to 

simultaneously predict pore pressure and saturation from the acoustic impedance (P-wave 

impedance) and elastic impedance (Poisson’s ratio) that come from seismic inversion. 
 

 
 
Figure 5.5: Upper row – P- and S-wave impedance versus the differential pressure for 

varying saturation.  Lower row – Poisson’s ratio versus the differential pressure 
(left) and versus P-wave impedance (right) for varying saturation.  Dry data are from 
Yin’s [1992] sand-clay mixture of 30% clay content.  Saturated data are obtained 
from fluid substitution based on the dry data. During fluid substitution, uniform and 
patchy saturation methods have been used.  Patchy saturation pattern is not 
uncommon during recovery in a heterogeneous reservoir. 

 
 

To create this map, the original dry-rock experimental data have been used.  Fluid 

substitution has been used to calculate the elastic properties of this sample at fully brine 

saturation as well as at partial saturation, using Gassmann’s [1951] fluid substitution 

(uniform fluid distribution) for 60% gas and 40% brine in the pore space, and patchy 
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fluid substitution for 20% gas and 80% brine in the pore space.  Figure 5.5 shows that 

pore pressure and saturation can be determined via rock physics if the P-wave impedance 

and Poisson’s ratio are known from seismic. 

 

5.7  Reservoir Compaction During Primary Depletion  
 

Let us focus on the loading branch of the experiment shown in Figure 5.3.  The 

compaction behavior of the shaly sand will be relevant to that occurring during primary 

reservoir depletion.  By conducting fluid substitution within a large pressure range, we 

create surfaces of P-impedance and Poisson’s ratio versus pressure and saturation (Figure 

5.6). 

 
Figure 5.6: Patchy fluid substitution to estimate the P-wave impedance and Poisson’s 

ratio variations within an effective pressure range.  Upper row – absolute values.  
Lower row – values normalized between zero and one.  Left column – P-wave 
impedance.  Right column – Poisson’s ratio 
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Sw 

Pdiff 

 
Figure 5.7: Upper row – P-wave impedance and S-wave impedance versus differential 

pressure and for varying saturation using patchy fluid substitution.  Lower row – 
Poisson’s ration versus differential pressure and versus P-wave impedance at 
varying pressure and saturation. Arrows show increasing Pdiff or Sw. For the bottom 
right panel, Pdiff = 5, 7.5, 10, 15, 20, 30, 40, 50 MPa, and Sw vary from 0 to 1 with 
step of 0.1. 

 
The projections of the surfaces drawn in Figure 5.6 onto various rock physics planes 

are shown in Figure 5.7. They show that as differential pressure increases, both P- and S- 

wave impedances increase; as brine saturation increases, P- impedance increases, while 

S- impedance does not change significantly. Poisson’s ratio behaves differently: at high 

gas saturation, Poisson’s ratio increases with differential pressure; however, as brine 

saturation goes up, Poisson’s ratio decreases when differential pressure increases. We 

observe that after a certain threshold in differential pressure, Poisson’s ratio is almost 

 84



Chapter 5 Subsidence & 4D Monitoring                          Xu, 2002                         

fully dependent on saturation, and does not change too much even when differential 

pressure is increased further [Domenico, 1977; Xu et al., 1999]. Recent experiments 

[Prasad, 2002; Zimmer, 2002; Huffman & Castagna, 2001] have shown that if the 

differential pressure is even lowered further, sand is in a state of suspension (which 

produces very high Poisson’s ratio, if water saturated) and is prone to shallow water flow 

hazards. 

Especially important is the Poisson’s ratio versus P-wave impedance crossplot that is 

in fact a diagnostic crossplot for simultaneously identifying pressure and saturation from 

the acoustic and elastic impedance.  This plot is a basis for interpreting seismic inversion 

in terms of pore pressure and saturation. Using this plot, it is straightforward to go back 

and forth between (pressure, saturation) and (P impedance, Poisson’s ratio). Having 

obtained the transform between (pressure, saturation) and (P impedance, Poisson’s ratio), 

combining with the transform between pressure and porosity (the loading curve in Figure 

5.3), we can detect reservoir compaction (porosity loss) from 4D seismic changes. 

 

5.8  A Synthetic Example  
 

Now let us consider a synthetic example --- a one-layer gas reservoir model with gas 

produced from the lower right corner and water entering in the upper left corner (Figure 

5.8).  The initial impedance and Poisson’s ratio are set to be 3.1 km/s*g/cc and 0.36 

respectively. As gas is produced, the pore pressure decreases (the differential pressure 

increases) and the water saturation increases.  These changes (assigned for illustration 

purposes only; in practice they are typically obtained from reservoir simulation --- see 

Figure 5.1) in the 2D reservoir model are shown in Figure 5.8, upper row.  The 

corresponding changes in the P-wave impedance and Poisson’s ratio are calculated from 

the diagrams shown in Figure 5.6 and 5.7, and the new values of P-wave impedance and 

Poisson’s ratio are shown in Figure 5.8, lower row. 

Our goal is to interpret these changes in terms of pore pressure, water saturation, and, 

most important, porosity changes.  The interpretation in terms of pore pressure and 

saturation is straightforward and is based on the surfaces drawn in Figure 5.6.  Once pore 

pressure changes are known, the upper diagram from Figure 5.3 is used to calculate the 
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porosity changes in the reservoir.  The results of this interpretation are shown in Figure 

5.9. 

The porosity changes appear to be large, especially in the vicinity of the gas 

producing well.  The 0.08 porosity change from the initial porosity of about 0.3 accounts 

for about 25% pore volume change which translates into about 8% reservoir volume 

change.  Such compaction in a thick reservoir can easily cause strong subsidence and 

wellbore damage.  The rock physics methods described in this section allow us to 

monitor such compaction using seismic reflection profiling. 
 

 
 

Figure 5.8:  Upper row – Differential pressure and water saturation change during gas 
production from a model rectangular reservoir (map view).  Gas is produced from 
the lower right corner and water is entering into the upper left corner.  Lower row – 
calculated new P-wave impedance and Poisson’s ratio. The initial Impedance and 
Poisson’s ratio are set to be 3.1km/s*g/cc and 0.36 respectively (uniform). 
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Figure 5.9:  Pressure, saturation, and porosity changes from changes of P-wave 
impedance and Poisson’s ratio. 

 
To apply this method, the necessary inputs are (1) impedance and Poisson’s ratio 

changes obtained from 4D seismic inversion; (2) rock physics transforms linking velocity 

to pressure, saturation and porosity (such as the one in Figure 5.7). The output will be 

pressure, saturation, and porosity changes during production. 

There is also another use for Figure 5.7: Suppose the reservoir is under neither 

production nor injection. We merely acquire a 3D seismic survey, which is essentially a 

still picture of the reservoir for one single time point. Using well-established inversion 

techniques, we can obtain cubes of impedance and Poisson’s ratio from the 3D seismic 

data. Then, using the transform in Figure 5.7, we can predict pressure and saturation 

distributions for the reservoir, which is very useful for reservoir characterization; direct 

hydrocarbon detection; and overpressure detection.  

The example shown here is based on data from one sand/clay sample.  The principle 

is general and has to be calibrated by site-specific data.  The method can be used for 

reservoir characterization and monitoring, with emphasis on compaction monitoring. 
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5.9  Reservoir Compaction for Cycles of Depletion and Injection  
 

The approach used here to link the inversion impedance to pore pressure, saturation, 

and porosity changes can be projected to other seismic attributes domains commonly 

used in the industry.  Figure 5.10 shows the combined effect of pressure, saturation, and 

porosity on seismic changes plotted in six different attributes domains. For calculation of 

AVO intercept and gradient, caprock (shale) properties are assumed, and densities for 

sands and shales are estimated using the well-known Gardner formula [Mavko et al., 

1998]. 

Figure 5.10 shows the plot in the following domains: (top left) Poisson’s ratio versus 

P impedance; (top right) P and S velocity ratio versus P velocity; (middle left) P versus S 

wave velocity; (middle right) AVO intercept versus AVO gradient; (bottom left) acoustic 

impedance versus elastic impedance (at 30o); (bottom right) Lame’s constant λ versus 

Lame’s constant µ, both multiplied by bulk density ρ. 

Some interesting observations: 

• Vp-Vs plot appears as near horizontal lines (parallel to the x axis), because 

Vs almost does not change with saturation. 

• Similarly, λρ−µρ plot appears as near vertical lines (parallel to the y axis), 

because shear modulus does not change with saturation. 

• Vp/Vs-Vp plot looks similar to PR-Ip plot, because Poisson’s ratio directly 

depends on Vp/Vs ratio. 

• In AI-EI plane, saturation effect is most dominant, while the pressure effect 

seems to be shrinking together. 

Figure 5.11 shows a synthetic example. The first row shows the initial reservoir 

condition. We do reservoir simulation to simulate the pressure and saturation changes 

due to gas production (lower right corner of the reservoir) and water injection (upper left 

corner of the reservoir). The changes are shown in the second row. These changes result 

in new distributions of pressure, saturation, impedance, Poisson’s ratio, and porosity 

(third row). Then, we conduct reservoir simulation again to simulate the pressure and 

saturation changes (fourth row) due to water injection only from the lower  right corner 
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of the reservoir. These changes result in new distributions of pressure, saturation, 

impedance, Poisson’s ratio, and porosity (fifth row).  

Comparing the values for the base survey (first row), repeat survey (third row), and 

the second repeat survey (fifth row), we observe that after the restoration of pressure, 

pressure is restored substantially, however there is almost no rebound in porosity. This 

phenomenon has been observed in many fields subject to compaction and subsidence, 

where injection programs help maintain pore pressure successfully but fail to mitigate 

subsidence. 
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Figure 5.11: A synthetic example for one cycle of production and injection. The first row 

corresponds to base survey, the third row corresponds to repeat survey, the fifth row 
corresponds to a second repeat survey. The second and fourth rows are pressure and 
saturation changes between the surveys. First row: the initial reservoir condition. 
Second row: simulated pore pressure and saturation changes during production. 
Third row: new distributions of pressure, saturation, impedance, Poisson’s ratio, and 
porosity. Fourth row: simulated pore pressure and saturation changes during 
pressure restoration Fifth row: new distributions of pressure, saturation, impedance, 
Poisson’s ratio, and porosity. 

  

 

5.10  Discussion 
 

The recent progress of geophysical measurement technology can allow one to extract 

both compressional and shear-wave data (such as impedance and Poisson’s ratio) from 

surface and marine (OBC) seismic data, well logs, and cross-well measurements. For 

example, high resolution velocity and impedance can be inverted from seismic using 
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tomography [Lee et al., 1998; Sayers et al., 2002] or prestack full-waveform inversion 

[Dutta, 2002]. Because of this, the rock physics transforms presented in this chapter can 

easily be applied to extract reservoir properties from seismic volumes, and to detect 

reservoir compaction from 4D seismic. 

 The key in successfully applying this methodology is to fine-tune the best rock 

physics transform for the specific site under investigation. Specifically, we have to pay 

special attention to the following issues: (1) We have to choose the correct 

loading/unloading/reloading path for a specific situation. For example, although both 

secondary depletion (after injection) and primary depletion are processes during which 

differential pressure increases, they go along different loading/reloading paths. For a 

unconsolidated reservoir, if porosity decreases significantly during primary depletion, it 

may not decrease too much during secondary depletion. (2) We have to take into account 

the discrepancies between laboratory and field due to frequency dispersion and scale 

differences. (3) We have to take into account the uncertainty associated with saturation 

scales. In this chapter, we used patchy saturation in the fluid substitution. However, in 

reality, homogeneous, patchy, or some type of combination of the two, may be present. 

(4) We have to take into account the heterogeneity of the reservoir. For example, in this 

chapter, we start with one sample with a specific porosity, and put it under loading and 

unloading. However, in the field, there may be a distribution of different initial 

porosities. We have to take care of uncertainties associated with the heterogeneities as 

well. (5) The reservoir may be anisotropic, it may contain faults and fractures, all these 

issues will have to be considered as well. (6) To successfully map a field or its change, 

we need not only understand the properties of reservoir sands (which we present in this 

chapter), but also need to understand the properties of the overburden (sands and shales) 

as well. (7) In this chapter, we used rock physics transforms purely from laboratory 

measurements. As there are often significant errors in measuring velocity at low effective 

pressure (especially shear wave measurements), it is desirable to use theoretical models 

together with laboratory data to ensure quality.  
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5.11  Conclusions 

 

In this chapter, we presented rock physics transforms which link velocity to pressure, 

saturation, and porosity, based on published laboratory measurements. The transforms 

can in principle be applied to two situations: (1) predict reservoir properties directly from 

3D seismic, for example, overpressure prediction, direct hydrocarbon detection, and 

reservoir characterization. (2) detect reservoir property changes directly from 4D seismic, 

for example, pressure and saturation change mapping, and reservoir compaction 

detection. Although the transform itself may not be applied directly because it is rock-

specific, the potential application of the methodology illustrated through the examples is 

very promising. 

The results demonstrate that by integrating 4D seismic and geomechanics, we can 

predict reservoir compaction due to production and pressure depletion. Since reservoir 

compaction and surface subsidence are closely related, InSAR measured surface 

subsidence will provide an integral constraint on the 4D seismic prediction of porosity 

loss. Therefore, it is possible to combine traditional 4D seismic workflow and InSAR 

measurements of surface subsidence for better reservoir monitoring. 
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