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Abstract

Both water and hydrocarbons are important resources in reservoir exploration.

Hydrocarbons are basic constituents of oil, and water forms the basis of gas hydrate.

These real reservoirs behave as mixtures or solutions including dissolved gases, and

the properties of a solvent can be signi�cantly a�ected by the type and concentration

of gas dissolved in it. A crucial part of any reservoir monitoring research program

must experimentally determine the acoustic velocities, compressibilities, and densities

of various gas-
uid solutions at varying temperatures, pressures, and concentrations.

Several theoretical methods are used to estimate these quantities. The properties

in a certain phase have long been calculated using the Equation of State (EOS).

By thermodynamic theory, EOS can be derived from the acoustic 
uid properties

that are the function of temperature and pressure under special conditions. Another

technique, molecular-level study, yields a statistical picture of the bulk properties of a


uid. Experimental tools allow us to measure these bulk properties under simpli�ed

conditions. The theoretical models help us gain a deeper insight into the mechanisms

behind the bulk behavior.

In order to obtain accurate data for these properties of 
uids, this thesis has

conducted a sensitive measurement using wave interference. We used a double-pulse

signal emitted from an ultrasonic transducer, which was located between two re
ec-

tors. Using interference between the two re
ected signals, we calculated velocity and

density with estimated related error below 0.02%.

We started our measurements from simple 
uids, for most of which we have hand-

book data. Pure sample measurement can give not only data at conditions di�erent

from those covered in the handbook, but also con�dence for veri�cation and calibra-

tion of experimental design. Measurement of pure 
uids is the �rst step in obtaining

robust and reliable results for unknown gas-
uid solutions. Typical gas solutes, CO2,

CH4, N2 and NH3, and solvents, water and decane, were selected as the samples for

the solution study. We discovered that the two solvents showed reverse trends in ve-

locity when gas was dissolved into them. For gas aqueous solution, the sound speed

of the solution increases with increasing concentration. Velocity increases up to 50
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m/s (� 3%) and 140 m/s (� 9%) for CO2 aqueous solution and NH3 aqueous solu-

tion respectively. These results were obtained at room temperature (� 22oC) with

CO2 saturated vapor pressure of 400 psi (where CO2 concentration in mole fraction

is about 0.8%), and NH3 saturated vapor pressure of 70 psi. Velocity increases only

slightly for CH4 and N2 aqueous solutions (only 1.5 m/s for CH4 and 2.5 m/s for N2

at saturated vapor pressures of 700 psi and 850 psi, respectively). Conversely, for

gases dissolved in decane, the sound velocity of the solution decreases with increas-

ing concentration. Velocity decreases about 100 m/s for CH4 (� 8%), 130 m/s for

CO2 (� 10%), and 47 m/s for N2 (� 4%) at saturated vapor pressures of 500 psi,

400 psi, and 600 psi, respectively. Water yielded anomalous properties while decane

gave normal results. Relations between sound velocity and gas concentration have

been quantitatively related to the control parameters by considering the experiment

conditions, and the dynamic solution process was analyzed with a di�usion model.

We propose a mechanism to interpret the anomalous properties of water during

gas dissolution. We base our interpretation on the interstitial ice structure combined

with molecular interaction. Gas dissolving into a normal 
uid weakens the proper-

ties caused by molecular interaction, because the interaction between the gas solute

molecule and the solvent molecule is weaker than that between pure 
uid solvent

molecules. Water behaves abnormally because of its hydrogen bonds and special lat-

tice structure, where a vacancy exists in each bonded unit. Free solute molecules

can occupy the vacancies in some of the units to strengthen the entire system. The

normal behavior dominates after the solute molecules outnumber the available va-

cancies in the water structure. The number of vacancies in the water structure is

temperature-dependent. Higher temperature breaks some bonds and produces free

water molecules. We can extend this interpretation to predict the acoustic properties

of gas hydrate.
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Chapter 1

Introduction

1.1 General Purpose

Seismic methods have been widely used in exploring the earth. To obtain useful

information from seismic logs and seismic interpretations, 3-D seismic reservoir im-

ages, seismic production monitoring, and enhanced oil recovery (EOR) processes, the

acoustic properties of the crust's individual constituents, both rocks and 
uids, must

be known. To interpret seismic results, many theoretical models, such as Gassmann's

relation, Biot's theory, and Squirt theory, have been proposed. These models are

strongly in
uenced by the properties of the saturating 
uid, especially under in-situ

conditions of high pressure and temperature. However, there are few measurements

and data on the acoustic properties of 
uids (Clark, 1992).

In hydrocarbon exploration and production, reservoirs are now being discovered

deeper and deeper in the earth's crust, where the pressure and temperature become

higher and higher. The physics of 
uids and gases becomes more complicated, and it

may become di�cult to distinguish among the various constituents of a mixed oil-gas

reservoir.

Hydrocarbons are basic components of oil. The e�orts of oil-related studies

from several di�erent disciplines were summarized (Montel, 1993). Oil producers

use Pressure-Volume-Temperature (PVT) to successfully design production facilities

1



Chapter 1. Introduction 2

using predetermined tables. But PVT measurements are cumbersome and compli-

cated to obtain, and are also inaccurate for determining acoustic properties such as

velocity, adiabatic modulus, viscosity, etc. Biological markers are sometimes used to

reconstruct the process of oil formation to learn about the oil's origin and composi-

tion, but such markers represent only a small part of the total oil mass. Physicists

try to determine hydrocarbon 
uid properties more rigorously to ensure correlation

among various empirical tables, but it is still very di�cult to characterize the rich

mixture of hydrocarbon 
uids found in real oil samples. Although equations of state

(EOS) have been studied for a long time, their usefulness is still restricted to special

conditions or simple 
uids. Most of the models are still too simple to solve prob-

lems in real oils. Some reservoir 
uids' EOS can be designed only by de�ning mixing

rules and given parameters of the various 
uids, which can be found individually and

experimentally. More general models remain unknown. Challenges also appear in

dealing with macroscopic transport problems with no stable equilibrium.

Water is of course the principle constituent of living organisms, which consist

of up to 95% water (Franks, 1972), and life cannot exist without water, even for a

short time. Fortunately, water is a major constituent of the earth's surface, which

contains 1:4� 1024g in the ocean and 0:8� 1024g chemically bound to the rock of the

crust (Eisenberg, 1969). Studies of water properties have developed from di�erent

perspectives, and have revealed many behavioral anomalies in the pure water form.

For example, volume decreases after melting, density has a maximum in the liquid

state (at 4�C) rather than in the solid (ice) state, isothermal compressibility has a

minimum at 46�C of the liquid state; water has anomalously high melting, boiling,

and critical points for its molecular weight, it has a high dielectric constant, and

so on (Stillinger, 1980). This demonstrates the incredible complexity of both water

and its solutions and makes further study necessary for understanding its important

role. Gas solutions in water further complicate the picture, and understanding their

acoustic properties may give insight into the interactions that make water so unusual

and vital.

There is growing interest in the study of gas hydrates, because hydrate reservoirs

have been considered as a potential future energy source. Natural gas in its hydrate
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form may contain twice the energy of the rest of the earth's total fossil fuel resources

put together (Sloan, 1990). The total amount of ocean hydrate can be estimated

at around 1:8� 1016m3 (Kvenvolden, 1988). The energy required for dissociation of

methane hydrate is only 10% of the recovered energy (Sloan, 1990). The formation

and the stability of gas hydrate must be studied in general before large-scale explo-

ration and production can be e�ective. The mechanics of gas dissolution and the

properties of gas in solution will be important to further understand the formation

of and detection of hydrate.

1.2 Review of Available Data

The velocity of sound in water has been well studied under varying temperature and

pressure. Wilson (1959) thoroughly investigated the velocity of water as a function

of temperature, which ranged from 0 to 100�C, and pressure, which ranged from

0 to 1000 bar. Fine and Millero (1973) extracted an empirical relation from the

data. However, the study of hydrous solutions has been limited. A complete data set

exists for brine, and an empirical relation has been reported by Bark (1964). In our

literature search, we have found no data on the sound speed of gas-water solutions.

Hydrocarbons have been emphasized in the literature because they are the con-

stituents of oils. Wang (1988) made complete measurements on di�erent kinds of real

oils and gave an empirical relation between velocity and density (or API) (Batzle,

1992). Because real oils consist of a variety of hydrocarbons, from low molecular

weights, which may be in the gaseous state, to high-molecular-weight liquids, the

critical e�ect on velocity cannot be seen easily. The complexity of such mixtures

limits their usefulness for explicit study.
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1.3 Review of Conventional Measurement Tech-

niques

There are three main methods for measuring velocity (Bhatia, 1967): (a) the interfero-

metric method, (b) the optical method, and (c) the pulse methods. The interferomet-

ric method is a standing wave method. The emitted continuous wave interferes with

the re
ected wave, and a series of maxima (or minima) appears, with the variation

of distance being an integer multiple of wavelength. This method is not convenient

when absorption is high and the e�ciency of electro-mechanic conversion is low, lead-

ing to a large di�erence in amplitude between the emitted and the re
ected waves.

The optical method relies on di�raction of light passing through a sample. The elas-

tic rarefaction and compression of the 
uid change its optical properties, forming a

di�raction grating from the maxima and minima of standing sound waves. However,

this method can be used only for transparent samples. The pulse method usually

determines the velocity by measuring travel-time. There are two requirements for

this method: (1) the pulse should have many sinusoidal cycles at a single dominant

frequency to avoid dispersion in highly dispersive media, and (2) the pulse width

limits the shortest distance that can be measured without forming a standing wave.

The �rst two methods measure the velocity by wavelength and are more accurate.

The direct pulse method measures the travel-time and is less accurate. However, the

pulse method is the most universal and easiest way to measure velocity. It has been

widely used both in the lab and in real �eld measurements. We propose that the

pulse method be combined with the interference method to infer the travel-time with

very high accuracy, which may be necessary for precise study of 
uid and 
uid-gas

solutions.

Phase delay measurements are often used in physics. The Michelson interferom-

eter (Michelson, 1902) is a well known, optically precise instrument, which provided

the �rst experimental evidence for Einstein's relativity theory. Phase measurements

are easily accomplished using acoustic waves. Some have been used to measure the

velocity of gas or 
uid. A simple apparatus measuring at up to 10 kbar pressure was

developed by Kortbeek (1985), based on the cancellation of a traveling wave train
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(Williams, 1958), an accurate method for measuring solid velocity. A more compli-

cated system, used at Acoustic Resonance Spectroscopy Lab, at the University of

Florida (Colgate, 1990), measured gas and 
uid properties. Such equipment was �rst

established by Mehl (1981), based on spherical resonance theoretical results (Ferris,

1952). The theory relates the resonant frequency to the velocity of the material (gas or

liquid) by focusing on only one resonant-frequency change. The phase boundary con-

ditions, such as the bubble point, dew point, and critical point, and also the density

and heat capacity, were derived by sonic and thermodynamic connection (Colgate,

1992). For our purposes, we prefer a simpler and more accurate device than the one

used by Colgate. This thesis presents our design for such a device, based on Kort-

beek's system and some general phase-measurement equipment used in physics. We

use two re
ectors with a double pulse emission. We �nd not only the precise velocity,

but also the density of our sample by accurately measuring the volume change.

1.4 Review of Analysis Methods

The study of the physical properties of 
uids and gases can be traced back to Boyle's

law of 1662. This was extended in 1873 to real gases by van der Waals, who introduced

the e�ects of intermolecular forces. The most general expression can be derived

from thermodynamics in principle. Phase diagrams were introduced to express the

transition between di�erent states, and some properties of samples were derived using

thermodynamics (Orr, 1995; McCain, 1990).

In order to understand explicitly the real sample, a vast amount of e�ort in phys-

ical chemistry has shifted to the micro-scale. Real phenomena were explored from

the micro-structure of the material. For example, the concept of hydrogen bonding

between water molecules was introduced by Latimer and Rodebush (1920) and be-

came key to understanding liquid water and its solutions. Many modern techniques

have recently been developed to explore the structure of water. For example, X-ray

methods, high-resolution spectroscopy and Nuclear Magnetic Resonance are used to

image the position of the water cluster and its orientation, and computer simula-

tion of Monte Carlo methods (Liu, 1996) and molecular dynamics give the molecular
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pattern the clusters form. However, there still is not a universally accepted model,

and six stable molecular structures (Gregory, 1997) have been proposed by di�erent

authors. The structure of a liquid and its solution is a fundamental starting point

for exploring or predicting the properties of the samples. There are no direct ways

to use the molecular structure to predict the acoustic properties of a solution and its

related thermodynamic properties. The solution of gas in liquid has not been studied

as much as pure liquid, and the solution mechanics of gas have not been established.

Experimental study using several di�erent approaches will help to postulate the me-

chanics.

1.5 Summary of Chapters

The objective of this thesis is to develop an accurate measurement method to obtain

the sound speed in 
uids and gas-
uid solutions, and to further understand how a

gas dissolves into a liquid. To this end, we performed the following:

� Developed an accurate method for velocity measurement under pressure and

temperature, and created a laboratory system to apply the method.

� Measured pure 
uid samples with the apparatus, not only to calibrate the sys-

tem, but also to obtain velocity data of unknown 
uids (including 
uid-
uid

mixtures).

� Developed a reliable protocol to measure velocity of gas-
uid solutions and

quantitatively monitor the e�ect of the gas solution process.

� Developed a theoretical model to understand the mechanics of gas dissolution.

This dissertation is organized according to the above steps.

Chapter 2 is a detailed introduction to our measurement method and the main

design of our system. A double-pulse method is used to obtain the travel time with

a relative error of +0:02% in velocity, which is one or two orders of magnitude more

accurate than the usual direct travel-time method. The key parts of the system
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setup include a simple measurement cell, basic structures for variable pressure and

temperature measurements, and software control of the system.

Chapter 3 focuses on pure 
uid measurements. Pure water is the most economic

starting sample. The well-established data set for water allows us to test and calibrate

the system. Brine is our second sample. The con�dence we obtain from the close

agreement between our results and published measurements moves us to measure

the pure hydrocarbon samples. The rough measurement of 
uid-
uid mixtures and

gas-
uid solutions is a way to develop a proper measurement algorithm. The most

reliable procedure for 
uid measure is given and is extended for accurate gas-
uid

study.

Chapter 4 gives the most important results of this study, measurements on gas-


uid solutions. Two important solvents, water and decane, are selected for study. A

reverse trend in velocity is discovered when the same gas is dissolved into the di�erent

solvents. Results for CO2, CH4, N2 and NH3 gases dissolved in water are obtained,

as are results for CO2, CH4 and N2 gases dissolved in decane. The relation between

velocity and gas content is derived in two di�erent ways. One way estimates directly

from the data, and the other uses a physical di�usion model to explore the dynamic

dissolution process and quantitatively match the relation.

Chapter 5 is a theoretical study of gas-
uid solutions. The reverse trend in ve-

locity is understood explicitly by considering intermolecular interactions and solution

mechanics. Hydrogen bonds play a very important role in the unusual properties of

water, including the inverse dependence of velocity on gas solute concentration.

In Chapter 6, we review our results and describe how our original contribution

will be useful in the future. We suggest avenues for further study, both experimental

and theoretical.



Chapter 2

Measurement Method and System

Buildup

2.1 Introduction

In Chapter 1, we discussed the three main methods for velocity measurement. The

pulse method has been widely used in seismic and other geophysics �elds. It is also

the most convenient way to measure 
uid acoustic properties. The traditional method

is to measure the travel time directly, and this can provide a lot of useful information.

However, in reservoir-related studies, the dependence of 
uid velocity on composition

may be slight. A more accurate way is needed to characterize such samples.

This chapter develops a new, double-pulse method to measure phase di�erence

instead of direct travel time. We start by introducing how the system works and

what we can expect. Velocity measurement is the main purpose of this study, but

some other parameters, such as density, impedance, and attenuation, may be ob-

tained by proper extension. It is a convenient, accurate measurement method for

low-attenuation 
uid samples.

In constructing our laboratory equipment, we try to use the simplest design that

satis�es the speci�c requirements. The �rst component is the physical cell. It must

(1) be con�gured to produce re
ected signals, (2) contain the 
uid sample, (3) allow

convenient changing of samples, (4) allow convenient wiring, and (5) be as small as

8



Chapter 2. Measurement Method and System Buildup 9

possible for laboratory use, especially under high pressure. The second component,

the transducer, is the most important part of the system setup. It must avoid several

potential problems: (1) Side wall re
ections and multiples from the low-attenuation

metal walls and re
ectors may pose a problem; (2) Bubbles gathering on the trans-

ducer surface may attenuate or block the transmitted and received signals; and (3)

Brine or ionized 
uid samples must be electrically insulated to avoid signal grounding

and to increase the signal-to-noise ratio. The third component is a speci�c waveform

generator, needed to make the signal adjustable. The fourth component is the sur-

rounding equipment, such as the temperature system, pressure system, and 
uid or

gas �ll-up system. Finally, the �fth component is a central control system, including

hardware and software, which is necessary to handle the tasks of control and data

acquisition. How to meet the above requirements will be given in detail later.

2.2 Principle

2.2.1 Velocity measurement

As detailed in the next section on the measurement cell, the cell consists of two

re
ectors, one on each side, and an ultrasonic transducer somewhere between them.

The basic principle is to generate an ultrasonic wave from the transducer, and to

measure the phase di�erence between the re
ected waves from either side. When

one pulse, modulated by the resonance frequency of the transducer, is applied to the

transducer, the same acoustic wave emits in two directions with opposite signs. The

waves are re
ected by each of the re
ectors; the transducer receives the two re
ected

waveforms at di�erent times, because the two re
ectors are di�erent distances from

the transducer. The transducer is used as both an emitter and a receiver. Figure 2.1

gives a simple sketch of the system. If only one pulse is used, we must manually

measure the time delay between the two re
ectors. This introduces several sources

of error, including picking the arrival times of the attenuated re
ected pulses. To

avoid this error, and to use frequency to obtain an accurate time delay, we introduce

a double-pulse technique, shown in Figure 2.2.
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Figure 2.1: Pulse-echo method with two re
ectors: L1 and L2 are the distance between
transducer (in the middle) and re
ectors (on both side), respectively.
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Figure 2.2: Received waveforms from the transducer: (a) waveform from one pulse
emission, (b) waveform from delayed pulse emission, (c) cancellation by double pulse.
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In Figure 2.2a, the �rst wavelet is a power signal applied to the transducer, usually

at the transducer's resonance frequency for best received e�ciency; the second and

third wavelets come from shorter and longer re
ection paths, respectively. Figure 2.2b

shows the same waveforms as Figure 2.2a, but preceded by an adjustable time delay.

This is the second, or delayed, pulse in our double-pulse technique. By adjusting the

time delay, we can make the �rst received wave of the delayed emission from re
ector

1 (the closer re
ector) overlap approximately the re
ection of the initial pulse from

re
ector 2 (the more distant re
ector). The two waves interfere with each other, as

shown in Figure 2.2c. The phase di�erence is as follows:

�� = !� ; (2.1)

where �� is the phase di�erence, ! is the angular frequency, and � is the adjustable

time delay between pulses.

If two pulses can cancel each other, or �� = 180� at frequency ! = 2�fn, then,

fn� = n +
1

2
; n = 0; 1; 2; � � � ; (2.2)

where n is the order of the interference index:

n =
fn
�fn

�
1

2
;

and,

�fn = fn+1 � fn :

By changing the frequency, we can make the frequency fn satisfy the cancellation

equation Equation 2.2. We can obtain the travel-time di�erence between re
ector 1

and re
ector 2 by measuring a series of the cancellation frequencies. The precision of

the frequency measurement can reach 0.01%. The velocity is

v =
l

�
; (2.3)
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where l, the distance di�erence between two re
ectors, is �xed:

l = L2 � L1 ;

and can be calibrated by using a standard material at di�erent pressures, p, and

temperatures, T.

l(p; T ) = l0(1 + �(T )�T )(1 + �(p)�p) ; (2.4)

where � is the thermal expansion coe�cient, and � is the coe�cient of compressibility.

The accuracy of the distance measurement can reach 0.01% under high pressure and

temperature after calibration. Therefore, the total estimated accuracy of velocity will

lie within 0.02%.

2.2.2 Density measurement

If we now let one re
ector be movable in the closed device, we can calculate how far

the re
ector moves under di�erent pressures and temperatures, using the previously

measured velocity under the same conditions with the �xed re
ector. As

l� = v � � ;

where v(p; T ) and l(p; T ) are known, we can get the length change �l = l� � l from

the measured � , and
��

�0
= �

�V

V0
= �

�l

l
; (2.5)

where V0 and �V are the initial volume of the cell and volume change after re
ector

is moved, respectively. �0 is the standard density under certain conditions, including

temperature and pressure, and �� is the density change after conditions are changed.

Therefore, in the closed system with one movable re
ector, we can extract both

volume and density change.
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2.2.3 Impedance and Attenuation

The emission waves can be considered a normal incidental re
ection from re
ectors.

The re
ected coe�cient is determined by these equations:

R1 =
Z1 � Z0

Z1 + Z0
; (2.6)

R2 =
Z2 � Z0

Z2 + Z0
; (2.7)

where Z1, Z2, and Z0 are the �rst re
ector impedance, second re
ector impedance,

and 
uid impedance, respectively. Also,

R1

R2
=

A1

A2
exp[2�(l1 � l2)] (2.8)

=
(Z1 � Z0)(Z2 + Z0)

(Z1 + Z0)(Z2 � Z0)
; (2.9)

where A1 and A2 are the received amplitudes from the two re
ectors, and � is the

attenuation coe�cient of samples.

2.3 Experimental Setup

2.3.1 Measurement Cell

Figure 2.3 diagrams the measurement cell. The inside dimensions of this cell (diameter

� height) are �2 cm�8 cm. The thickness of the stainless steel cylinder is 1 cm, which

can withstand moderately high pressure. The transducer, T, is carefully installed

near the middle of the cell with a �xed holder, or step, inside. Two re
ectors at the

upper and lower ends are screwed and �xed into position. The �xed distances to the

transducer from the top and bottom re
ectors are about 1 cm and 2 cm respectively,

and can be calibrated exactly using a standard sample with known velocity data. A

piston, P, is used to transfer pressure between the inside and outside of the cell if the

outside pressure is higher. This allows us to make high-pressure measurements by

putting the cell into a pressure vessel (Figure 2.4). The re
ector nearest the piston
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Figure 2.3: Measurement cell: T � transducer, R1; R2 � re
ectors, C � conical
cavity, S � stainless steel cylinder, P � piston.

can be made movable for density measurement by withdrawing screws. The active

dimension of the transducer and the re
ectors is �1 cm (diameter), which has a small

side e�ect of an ultrasonic wave's radiation at a frequency of around 2.5 MHz. The

radiation angle � can be estimated as

� =
1:22�

�
� 4� ;

where � = v=f = 0:6 mm, v � 1:5 � 105 cm/s for water and f � 2:5 MHz. Special

conical cavities at the end of each re
ector, with an angle of about 104� and a height

of about 0.4 cm, are introduced to avoid multi-re
ections when the ultrasonic wave

is refracted into the metal re
ectors, which may have a small attenuation.

Besides considering the radiation e�ect of the transducer, some speci�c features

are required for the measurement cell. The radiated and received e�ciency on both
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sides of the transducer, which is used as both emitter and receiver, must be approxi-

mately the same so that both re
ected waves have approximately the same amplitude.

The transducer must be electrically insulated by covering both faces with a special

matching layer. The matching layers have a thickness of 1/4 wavelength and interme-

diate impedance between PZT-5 (the material of the transducer) and detected 
uids

(which have impedance close to that of pure water) to give the best e�ciency and

reduce the ringing tail. A special consideration for this vertically erected cell is that

the bottom surface of the transducer accumulates gas bubbles easily, which block the

signal at the bottom re
ector. The proper hole in the transducer is open to let the gas

bubble rise up to the top. Careful operation, which we describe in the measurement

procedure, does still require keeping the gas bubbles from accumulating. The coated

transducer is manufactured by Acoustic Lab, Tsinghua University, Beijing, China.

2.3.2 Structure and Control

The entire system is designed to measure the acoustic properties, and speci�cally ve-

locity, of 
uids and 
uid-gas mixtures under pressure and temperature. The system

contains several components: (1) The pressure system includes a high-pressure vessel

and a controllable pressure pump; (2) The temperature system uses an external heat

control, a circulating temperature bath and circulating copper tubing wrapped around

the outside of the entire pressure vessel; (3) The gas and 
uid �ll-up system contains

a vacuum pump, a circulation pump under pressure, two hand pumps and numerous

pipes for routing; (4) The signal generation system includes a speci�c waveform gen-

erator, which I built myself, and a power ampli�er to drive the transducer; and (5)

The data acquisition system includes a digital oscilloscope for waveform storage and

transfer. The entire system is controlled by a central PC with GPIB standard.

Figure 2.4 diagrams the entire system setup. The measurement cell (marked 1)

lies in the center of the diagram and within a high pressure vessel (2) whose pressure

tolerance can reach 1 kbar. A helical coil (3) made with copper tubing wraps the

outside surface of the stainless steel pressure vessel. A temperature bath (4) circulates

to keep the whole system at the selected temperature. A coat cover (5) is wrapped
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Figure 2.4: Diagram of the entire system setup: 1 � measurement cell, 2 � pressure
vessel, 3 � helical coil, 4 � temperature bath/circulation, 5 � coat cover, 6 � pressure
pump, 7 � �ne pressure pump, 8 � pressure gauge, 9 � thermocouple, 10 � signal
wires, 11 � temporal gas/
uid tank, 12 � vacuum pump, 13 � hand pump (
uid),
14 � hand pump (gas), T � tabs.
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around for thermal insulation. A gas-driven pressure pump (6) pushes oil into the

pressure vessel to raise the cell pressure to roughly the correct range. A digitally-

controlled �ne pressure pump (7) is then used to �ne-tune the pressure to the desired

value and keep it constant, which is necessary for our precise measurement method. A

big pressure gauge (8) allows a visual check of the current pressure inside the pressure

vessel, besides a more precise, digital reading from pump (7) which feeds directly to

the computer. A thermocouple (9) is inserted into the vessel for monitoring the

internal temperature. Two wires (10) are connected between the transducer and a

transducer box, which includes a power ampli�er and scopes as in Figure 2.5. A

tank (11) is an intermediate reservoir for 
uid or gas. A digital pressure gauge (16)

is attached to the gas tank to indicate the pressure in the measurement cell. Two

hand pumps (13 and 14) are connected to the tank (11) to push 
uid or gas into

the measurement cell when desired. A 
uid circulation pump (15) is used to mix the


uid in the measurement cell (1) when operated. A vacuum pump (12) is connected

to the gas �lling system to evacuate the cell before it is �lled with gas, to avoid

contamination with air.

The entire system is designed to be controlled by a Pentium PC and can acquire

data automatically. As we will see, collecting data under real-time conditions for

the interesting parameters takes a long time and generates large data sets, especially

for mixture study. Figure 2.5 is a 
ow chart for the computer control system. The

PC communicates with other equipment via GPIB standard protocol in the Labview

software environment. The software 
ow chart for the system operation is introduced

in the next section. The thermal meter and pressure sensor send in the current

temperature and pressure respectively. The PC sends out a command to set the

pressure in the pressure vessel (Figure 2.4(7)). The frequency generator is directed

to scan in the required frequency range with high resolution. An extra functional

frequency generator, the repetitive control (waveform generator), is used to limit the

noise in the range of signals back and is required to meet the designed accuracy. The

key part of the waveform generator, the speci�c waveform generator, which I designed

and constructed, generates the required waveform as in Figure 2.2.

Figure 2.6 is a sketch of this speci�c waveform generator. The requirements for
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Figure 2.5: Flow chart of the entire system

R3 R4

R2R1
RA1

RA2

+ Power
Amplifier

Logic
Control

DC Power

Frequency
Generators

Figure 2.6: Diagram of the special waveform generator: R1, R2, R3, R4, RA1
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the double-pulse method (Figure 2.2) include: (1) that the second impulse be ad-

justable, in order to let the �rst re
ector signal from second impulse overlap with

the second re
ector signal; (2) that the number of oscillations in either the �rst pulse

or the second pulse can be set to the desired value; and (3) that the relative ampli-

tudes of the re
ected signals from the two re
ectors can be adjusted to be the same,

to achieve full cancellation and to allow easy reading of the result. R1 and R2 in

Figure 2.6 accomplish requirement (3) above. R3 accomplishes requirement (1). R4

is to control the rate of repetition of the input pulse in Figure 2.2a. RA1
and RA2

accomplish requirement (2) above. The waveform with small amplitude is combined

before inputting to the power ampli�er as in Figure 2.2c.

A real, established waveform is shown in Figure 2.7. The �rst two full-scale wave-

forms in Figure 2.7a are emitted waveforms from the power ampli�er at the trans-

ducer. The third is a switch-generated waveform, after which we can see the noise

level is greatly reduced. Then, the odd-numbered waveforms come from the re
ec-

tors or their multi-re
ections for the �rst emitted waveform, and the even-numbered

waveforms are re
ections of the second emitted waveform. Figure 2.7b is a simple

truncated presentation for the two waveforms, which will be moved to overlap each

other and to interfere with each other. Figure 2.7c and Figure 2.7d show the con-

ditions of maximum constructive and destructive interference, respectively, achieved

by changing the frequency applied in the modulation, after adjusting the delay to

overlap the two waveforms in Figure 2.7b.

2.3.3 Software

As shown in Figure 2.5, all equipment is controlled by a central computer with GPIB

standard I/O and a Labview-based software environment. It's convenient that most

equipment has a GPIB standard port. Figure 2.8 presents a 
ow chart for manag-

ing the equipment. The computer accomplishes the following functions: (1) Sends

commands to each piece of equipment for setting up the required conditions; (2) Ac-

quires current conditions of the equipment; and (3) acquires real-time waveforms and

calculates mathematical algorithms or functions.
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Figure 2.7: Real time waveform in oscilloscope: (a). full scale signals, A & B �

emitted waveforms from ampli�er, C � noise control jump, 1-5 � waveforms from
re
ectors; (b). truncated from (a); (c). maximum constructive interference; (d).
maximum destructive interference.

Figure 2.9 shows the control panel of the Labview software interface, which in-

cludes sample settings for all adjustable parameters, such as transducer frequency,

time delay for waveform window, automatic �le-name generation, auto time scale,

and some current running conditions.

The real accomplished spectrum around the minimum, shown in Figure 2.10, is

acquired by Labview and saved to a �le for further analysis by Matlab. All results for

data analysis in the following chapters are obtained using Matlab. The upper window

in Figure 2.10 gives a truncated waveform window around the interference frequency,

which is the only area of interest for obtaining the interference frequency. The lower
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window shows the �ltered waveform and related power spectrum, which increases the

signal-to-noise ratio.

2.4 Conclusion

This chapter gives a detailed description of the most fundamental parts of this thesis:

the principle developed and the system built. The new theory determines what the

system must accomplish and what we can do. The real system setup makes the

proposed accomplishment possible with several speci�c considerations. Several critical

self-made designs make the entire system simple and feasible.

We use the interference method to measure the phase di�erence instead of travel

time directly, which increases the accuracy by about 2 orders of magnitude. We simply

use two re
ectors and two emitting impulses to accomplish the phase measurement.

The accuracy of the velocity measurement can be up to 0:02%. The method can be

extended further to measure density with high accuracy and estimate impedance and

attenuation of the sample.

The system contains several key parts, including the measurement cell, the trans-

ducer and the speci�c waveform generator. I made or designed these myself. The neat

measurement cell is small and has proper connections for electrodes and 
uid 
ow.

The transducer is held in position and bubbles are eliminated with high e�ciency.

The speci�c waveform generator accomplishes the special requirements, which include

(1) double-pulse delay, (2) width of wavelet, (3) signal amplitude adjustment, and (4)

noise reduction.

A real waveform of the system is given, which shows its capabilities. Some neces-

sary surrounding systems are brie
y described.



Chapter 3

Calibration and Pure Fluid

Samples

3.1 Introduction

In Chapter 2, we introduced our system for measuring velocity in 
uids with relative

errors as low as 0.02% and described some of the equipment used in constructing it.

This chapter shows the results of our calibration and testing of the system, beginning

with pure 
uid samples. This demonstrates the feasibility of the system, and gives

us a precise way to explore the unknown properties of some interesting pure 
uids.

We start our calibration by using a pure water sample, which is a very important

substance to human beings and a most economical sample. The most important

reason for us to select this sample for our �rst test is that a complete data set has

been built up for the conditions we intend to use for our system. Thus we can test

the accuracy of our method and our equipment by comparing our results to known

values.

After pure water, we test our system on brine, or salt water. We test our system

at varying temperatures and pressures. This shows how our system works with elec-

trically conductive 
uids, and provides another check of our accuracy compared to

published data.

Besides water, hydrocarbons are the next most important set of 
uid samples for

24
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us, since they are the main constituents of petroleum. There is little published data

on the acoustic properties of basic hydrocarbons, since most of the work has been

done on real oil samples (Wang, 1988). To avoid the complexity and variability of

real oil samples, we examine the simple hydrocarbon decane, the velocity of which

has not been well studied, then go on to study its mixtures in the next chapter.

Our initial calibration with pure water was done using a simple temperature-bath

setup, and we took measurements at discrete temperatures. Later, we switched to

a method requiring less-precise temperature and pressure control. Instead of taking

measurements at discrete temperatures and pressures, we took real-time measure-

ments of pressure, temperature and velocity approximately every six minutes. This

improved our accuracy and automation, and makes the more complicated mixtures

in the next chapters easier to analyze dynamically.

3.2 Pure Water

We started our calibration by measuring the velocity in water with varying temper-

ature at atmospheric pressure. We �lled the measurement cell with water and put it

into a temperature bath. We measured velocity at a few discrete temperatures: 21�C,

22�C, 40�C, 45�C, 49�C, and 59�C. Figure 3.1a gives the results, in comparison with

reference points (Wilson, 1959) and an empirically �tted curve (Fine, 1973). The

measurement error is less than +0:03% as shown in Figure 3.1b.

The main di�culty in velocity measurement is to obtain the data under high

pressure. The data for pure water under pressure at room temperature (22�C) are

shown in Figure 3.2. The upper two charts, (a) and (b), in Figure 3.2 show the direct

measurement data for velocity and density under pressure. In practice, the velocity

data are obtained �rst with variable pressure using a �xed re
ector. Then we allow

the re
ector to move as pressure changes to measure density data. Figure 3.2c shows

the bulk modulus of water as a function of pressure, calculated using this simple

equation:

Ks = �v2 ; (3.1)
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Figure 3.1: Velocity as a function of temperature at 1 bar: o � measured data, +�
reference data (Wilson, 1959), solid line � empirical formula (Fine, 1973).

where � is density, v is velocity, and Ks is the adiabatic bulk modulus.

The relative errors shown in Figure 3.2d are 0:05%; 0:05%, and 0:1% for velocity,

density, and bulk modulus respectively.

3.3 Brine

Figure 3.3 gives the results for velocity in brine with salinity of 20,000, which is simply

made by completely mixing 2% salt by weight with pure water. Figure 3.3a shows

velocity as a function of temperature. The dash-dot line is from an empirical formula

(Chen, 1978); the symbols on each curve represent the measured data; and the solid
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line is a polynomial �t to the data at each pressure. Another empirical relation (Bark,

1964) has been drawn with a dash-dot line, which gives available data at 1 bar only.

These results show consistency with the existing empirical results.

3.4 Simple Hydrocarbon

3.4.1 Fluid-
uid mixture

Figure 3.4 is an early measurement with simple setup, which gives only an occasional

measurement result at low resolution for two 
uids, decane and hexane, and for their

mixtures, at varying pressures. The measurements were made at room temperature

which varied somewhat over time, and no record was made of exact operation tem-

perature. The sample was mixed completely before being poured into the cell. The

composition shown in the ratio is the volume ratio between the two 
uids.

3.4.2 Simple 
uid-gas mixture

Figure 3.5 shows a single mixture of pure decane with methane. The measurement

cell was �lled with methane at a pressure of 200 psi before pure heptane was added

to �ll the cell. The curve in Figure 3.5 shows that the velocity-versus-pressure curve

has a minimum. When methane mixes with heptane under increasing pressure, the

velocity �rst decreases at low pressure, then increases after a certain pressure. The

turning point relates to the bubble point. The e�ect of gas dissolving, which tends

to decrease the velocity, competes with that of increasing pressure, which tends to

increase the velocity, until the gas is fully dissolved. This result gives us a way to

estimate the bubble point of a given amount of gas in a 
uid.

3.5 New Way for Pure Fluids

Accurate measurement of pure 
uid samples requires good control of temperature

and pressure. The results listed above were obtained at room temperature, except for
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the pure temperature e�ect measurement in Figure 3.1. Actually, the room temper-

ature may not be exactly constant, and increasing the pressure also may cause the

temperature within the system to deviate. The deviations in Figure 3.4 make it clear

that we must record the real-time temperature and pressure during each experiment.

The measurement setup without the high pressure pump is shown in Figure 4.1.

The pressure and temperature have digital output and can be acquired by computer

via GPIB standard. Usually, the results for pure 
uid sample were obtained in about

30 hours before mixing was started, and the rate of data collection was about 1 point

every 6 minutes. We can see from Figure 3.6 that the velocity in pure decane decreases

with increasing temperature at room pressure, which is the reverse of what happens
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Figure 3.6: Velocity vs. temperature for pure decane: (a) empirical formula data of
water and measured data of pure decane, (b) velocity di�erence between measured
data and Equation 3.2, (c) real time temperature, (d) velocity polynomial �t for the
measured data.

with pure water. The data can reveal the relation between velocity and temperature.

Now we use this method to examine a less well-characterized 
uid, decane, in

Figure 3.6, which is truncated from a decane-based CH4 mixture measurement in

Figure 4.10 before CH4 is �lled in. One standard point needs to be set, since we

can measure the travel time only with a known distance. This can be calibrated

using pure water. Figure 3.6a gives the result of measurements for decane at the

recorded temperature. The solid line gives the curve for pure water, calculated from

an empirical relation obtained before under similar conditions. Apparently, velocity in
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decane has a negative dependence on temperature, while that of water has a positive

dependence. The pure decane data were re-plotted by combining Figure 3.6 a and c to

produce the graph of velocity vs. temperature shown in Figure 3.6d. The polynomial

�t for the data gives the following relation:

v = 1337:6� 3:845T: (3.2)

Figure 3.6b gives the absolute error by subtracting the �tted data in Equation 3.2

from the measurement data in Figure 3.6a. The error is below the limit of +1:0 m/s.

We need to go a little further to obtain the velocity vs. pressure. To avoid the

complexity of the high pressure system, we use measurements taken while �lling the

measurement cell with gas to obtain the pressure e�ect, When the cell is pressurized

with gas, we may assume that the gas takes some time to dissolve, but pressure

will increase instantly, at least in comparison to the measurement period in minutes.

Figure 3.7 comes from Figure 4.10. Figure 3.7a gives the result with the temperature

e�ect removed, but not the pressure e�ect. The velocity should be continuous if

the pressure e�ect is subtracted, so the velocity changes caused by pressure can be

extracted, as shown in Figure 3.7b. The linear polynomial �t for velocity change with

pressure (Figure 3.7d) is as follows:

4v = 0:027 + 0:039P: (3.3)

By combining the pressure and temperature e�ects, we �nd the total velocity:

v = 1337:6� 3:845T + 0:039P (3.4)

where v is in m=s, T in �C, and P in psi.

Figure 3.7b gives the result with both pressure and temperature e�ects removed

using Equation 3.4.
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Figure 3.7: Velocity vs. pressure for pure decane: (a) velocity change caused by pres-
sure (temperature e�ect removed), (b) velocity change caused by gas solution (both
temperature and pressure e�ect removed), (c) real time pressure (1 bar deducted)
when gas �lled or dissolved, (d) polynomial �t for measured data caused by pressure
jump.
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3.6 Conclusion

This chapter describes the calibration and testing of the real system we designed.

We mainly used 
uid samples for which some published data were available. We

then extended the method to measure an unknown 
uid sample and to determine

the bubble point of a simple gas-liquid mixture. We developed a simpler protocol to

obtain a pure 
uid sample's velocity under varying temperature and pressure with

more accuracy and consistency.

Our system has proven to be very accurate and to satisfy our expectations. The

overall measurement error for velocity is approximately +0:5m=s, or 0:04% relative

error. The pure water result was used to calibrate the system and gave us con�dence

in our system setup.

In addition to the pure water sample, we presented results for one brine sample

under varying temperature and pressure. The results are consistent with the empirical

expression. The same procedure was used to measure velocity in a mixture of decane

and hexane, with rough control of the temperature and pressure.

A simple procedure was developed for �nding the bubble point of a gas-
uid

mixture. The velocity curve produced by competition between two e�ects{velocity

decrease with gas dissolution and increase under increasing pressure{showed us a way

to identify the bubble point. A simple example was given for a methane- heptane

mixture under pressure at room temperature.

A newly developed protocol runs the system more accurately, conveniently and

consistently. This procedure will be extended in the next study to a dynamic study of

gas-
uid mixtures. Frequent, periodic recording of temperature, pressure, and veloc-

ity in real time makes the system consistent and avoids the di�culty of controlling the

experimental conditions. A simple example of pure decane mixed with methane was

given. A simple relation for velocity vs. temperature and pressure is easily obtained

by correlating the large amount of data. This is the most e�ective way to obtain the

temperature and pressure e�ect for a 
uid-gas mixture, which is discussed further in

the next chapter.



Chapter 4

Gas-Fluid Solutions

4.1 Introduction

In this chapter, we focus on the quantitative acoustic properties of a gas-
uid solution,

which have not been well studied. Some empirical relations for velocity have been

reported for real oil samples (Batzle and Wang, 1992), usually measured by the direct

travel-time method. It has been widely accepted that the velocity decreases with

increasing gas solution. We discover that this is not always the case; the reverse can

be true for some samples. As we are interested in hydrate and oil properties, we used

pure water or pure hydrocarbons as the solvents for our study, and the gas solutes

included CO2, CH4, N2, and NH3. The results re
ect the tendency of velocity to

increase or decrease with gas solution. We will use the ideal gas law and pressure

change data to estimate the total gas dissolved and compare this estimate to published

solubility data.

Studies abound on the solubility of various solutes in water. Table 4.1 gives the

mole fraction solubility data of related gases in water under room conditions (25oC

and 1 bar gas partial pressure). Apparently CO2 and NH3 are much more soluble in

water than CH4 and N2.

Some explicit expressions describe the solubility. Battino (1987) gave an equation

for methane solubility in water as a function of temperature with a range from 298K

36
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Solute CO2 CH4 N2 NH3

Solubility 6:12� 10�4 2:42� 10�5 1:83� 10�5 0.326

Table 4.1: Mole fraction solubility of gas in water under room conditions. (A.G.A,
1965)

to 627K and pressure ranging from 6 to 2000 bars:

lnxg = �152:777 +
7478:8

T=K
+ 20:6794 ln(T=K) + 0:75316 ln(Pt=bar): (4.1)

The available expression for CO2 in water is limited to the function of temperature

(Fogg, 1991):

lnxg = �159:854 +
8741:68

T=K
+ 21:6694 ln(T=K)� 1:10261 � 10�3(T=K): (4.2)

The solubility results are an indirect way for us to estimate how much gas may

be dissolved in the solvent when we can not directly know it from the experiment.

We may use this relation to estimate the data. For this purpose, it is important to

understand the relation between concentration and sound speed change.

4.2 Experimental Procedure

According to our measurement method introduced in chapter 2, the sample to be

measured must be in a single state, that is, the liquid state. Gas dissolving into the


uid must not cause any gas bubbles inside the 
uid body, so the sample must be

carefully prepared to ensure this.

A schematic of the sample cell and its connections appears in Figure 4.1, which

presents two main cells. Cell-I is a gas tank and Cell-II is the measurement cell �lled

with the liquid. A tab T1 is connected to the gas cylinder, C1, and the tab T2 is

connected to vacuum pump, V1. The tab T12 is connected to Cell-I to control the

gas pressure by adjusting the intensi�er I1. A tab T3 connects Cell-I to Cell-II, and
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Figure 4.1: Experimental setup for dissolving gas in 
uid samples: T1, T2, T12, T3,
T4, T5, and T6 � tabs (control gas/
uid 
ow), I1 and I2 � hand pumps, C1 �
gas cylinder, V1 � vacuum pump, G1 � pressure gauge, F1 � thermocouple, CP �
circulation pump, Cell-I � gas temporal tank, Cell-II � measurement cell.
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is used to start or stop gas 
ow. A digital pressure gauge, G1, is connected to Cell-I.

A thermocouple, F1, is inserted into the 
uid from the bottom. Tabs T5 and T6

connect Cell-I with the 
uid vessel, which is the reservoir of 
uid to be injected into

the system. A tab T4 connects Cell-I with a circulation pump, CP, which is optional

for 
uid circulation in the measurement cell. First, the pure 
uid, either water or


uid hydrocarbon, is �lled into Cell-II, which has been evacuated to avoid air bubbles

gathering inside the cell, especially on the lower surface of the transducer in the

middle of the cell, which could reduce the signals from both sides of the transducer.

We now run the 
uid-�lled system for at least 20 hours under room conditions before

introducing the gas, for two reasons. The �rst, as described in chapter 2, is to acquire

the pure 
uid velocity as a function of temperature, both as a baseline to explore

the dependence of velocity on pressure when the gas is added, and to calibrate the

system. The other reason is to make sure the system has been set up properly and is

stable, by comparing the velocity 
uctuation with established empirical relations.

Temperature, pressure, and the frequency response around several interference

indices are recorded at a computer preset time interval, with a minimum of 6 minutes

between measurements. The �rst 20 hours are run with tab T3 closed, to calibrate

the system by selecting one standard point according to the calibrated length with

pure water. The results shown in Figure 4.2 are truncated from Figure 4.3. We can

see that the error between the measured data and the empirical data (Chen, 1978) is

about +0.6 m/s, or a relative error of +0.04%. Cell-I is evacuated before a certain

pressure of gas is introduced. The initial gas is �lled into Cell-I by turning tabs (T2,

T3, T4, T5) closed and tabs (T1, T21) open. The initial pressure, Po, in the volume,

Vo, of Cell-I determines the total amount of gas available to dissolve in the water,

which can be estimated using the ideal gas equation. After pure water calibration,

the gas is injected from the top inlet by turning tab T3 open. We observe a jump in

the pressure curve in Figure 4.3 corresponding to this event. The pressure decreases

exponentially over time to a constant, which is the equilibrium of gas solubility at

that pressure. Similar injecting processes were repeated, leading to similar jumps

and decays in pressure in Figure 4.3. More gas dissolved with each repetition of

this process. Studying the velocity change during the gas dissolution will help us to
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Figure 4.2: Result of pure water truncated from Figure 4.3.

understand the relation between gas concentration and velocity change in solutions,

as we discuss in Section 4.3. More parameters will be derived from the measurements,

as will be seen in Section 4.3.

4.3 Experimental Results

Our results show either increasing or decreasing velocity with increasing concentration

of dissolved gas to di�erent solvent. The results will be presented �rst for water as a

solvent, then for decane.

4.3.1 Water-based Solutions

Solution of CO2

Figure 4.3 shows the recorded data for CO2 dissolving in pure water for about 170

hours continuously. The time interval between two data points has been set to a
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Figure 4.3: Results for CO2 dissolving into water. (a) velocity as a function of time
at the conditions of temperature at (c) and pressure at (d), where solid line and circle
points are the velocity of pure water and the measured velocity of gas dissolution,
respectively; (b) velocity di�erence between measured data and empirical relation
(subtract empirical from measured data in Figure 4.3a); (c) real time temperature;
(d) real time pressure (1 bar deducted).



Chapter 4. Gas-Fluid Mixtures 42

minimum of about 6 minutes. To avoid the complexity of operation, the measurement

cell (Cell-II) is kept outside the temperature bath, at ambient room temperature.

Figure 4.3c shows the record of room temperature changes within the cell. The

�rst few dozen points show a temperature increase, because the evacuation of the

measurement cell decreased its initial temperature. The temperature in the laboratory

has around 3 degrees of long term 
uctuation. Figure 4.3d gives the pressure change

inside the cell in real time. As discussed in Section 4.1, some abrupt pressure changes

occurred as the CO2 was introduced suddenly. The �rst interval shows that pressure

is 0 psi, since no gas was added immediately after the cell was evacuated. The second

interval shows an abrupt pressure increase to around 270psi when CO2 was initially

added; then we stopped the 
ow from the gas cylinder immediately, creating a closed

system between Cell-I and Cell-II. The pressure gradually decreased with time to a

constant value, because more and more gas dissolved into the water. Figure 4.3a

gives the results of velocity measurements in Cell-II. The solid line in Figure 4.3a is

the corresponding velocity in pure water at the temperature and pressure recorded in

Figures 4.3c and 4.3d, according to an empirical relation (Chen, 1978). The circles in

Figure 4.3a give the measured velocity during gas dissolution in real time. Figure 4.3b

shows the velocity change between our measurement and the pure water empirical

standard in Figure 4.3a. This curve should be the pure e�ect of gas dissolution. We

can see that the velocity tends to increase as more and more gas is dissolved into the

pure water.

It is very important for us to know how much gas is actually dissolved into the

water at each recorded data point, so we can relate the velocity data with the solute

concentration, in which we are most interested. To that end, we reorganize the data

from Figure 4.3d to estimate the amount of gas dissolved. According to the ideal gas

equation,

PV0 = nRT: (4.3)

We assume V0 is constant, since the 
uid expansion with solution is negligible. P is

the partial pressure of gas and can be approximated to equal the total pressure if the


uid vapor pressure is a small term. Using the instantaneous �lling pressure as our
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Figure 4.4: Derived result for CO2 dissolving into water: (a) real time concentration
at gas solution; (b) velocity change vs. concentration by combining (c) and (a); (c)
measured velocity change by gas solution; (d) concentration at stable gas pressure.

baseline, we can use the gradual pressure drop, �P , to determine �n, the amount of

gas dissolved into solution:

�PV0 = �nRT; (4.4)

and,

�n = (V0=RT )�P: (4.5)
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The gas concentration in mole fraction can be expressed as follows:

� = (n0 +�n)=nw = �0 + (V0=nwRT )�P; (4.6)

where nw is the total amount of water in moles, and n0 is the initial amount of gas

dissolved in the water. The solution concentration, c, in mole fraction is used to

manipulate the data in Figure 4.3d. The results are shown in Figure 4.4. Figure 4.4c

gives a few points of concentration relating Figure 4.4a and Figure 4.3d at stable

pressures of three di�erent curves at Figure 4.3d. The linear polynomial �t for ln(�)

and ln(P ) is shown in Figure 4.4c, which gives,

� = 6:0251� 10�4P 0:7535; (4.7)

where P is in bars. The value for �(P = 1) = 6:0251 � 10�4 is consistent with the

handbook solubility value: � = 6:25� 10�4 at T = 22�C and P = 1 bar (Table 4.1).

The velocity change (black line) caused by gas solution is shown in Figure 4.4b, and

the polynomial �t for the data is in Figure 4.5. The linear �t for the logarithm of the

data (shown in Figure 4.5) is as follows:

ln�v = 9:781 + 1:2037 ln�; (4.8)

�v = 1:77� 104�1:20: (4.9)

Also shown in Figure 4.4b are the velocity change for pure water (dashed red line)

caused by pressure and the total velocity e�ect (red solid line) for the open system.

Solution of Methane (CH4)

Similarly, Figure 4.6 presents the results for CH4 dissolving in pure water. Figure 4.6c

gives the temperature and pressure in real time during velocity measurement (Fig-

ure 4.6a) when methane is dissolved. Methane has a very low solubility in water,

which is about 2 � 10�5 in mole fraction at 25�C and 1 bar, which is an order of

magnitude smaller than for CO2. We used slightly higher pressures of methane than
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Figure 4.5: Velocity with concentration �t for CO2 dissolving into water.

of CO2, hoping to force solution of signi�cant concentrations so we could obtain a

measurable velocity e�ect. The di�erence in velocity from that of pure water un-

der the same temperature and pressure conditions is given in Figure 4.6b, where the

deviation of the pure water empirical velocity (solid line in Figure 4.6a) caused by

pressure has been removed to make velocity change continue at the pressure jump

points in Figure 4.6d. From the results, we can see that methane gas dissolved into

pure water causes a slight increase in velocity.

Solution of Nitrogen (N2)

Nitrogen gas had a solubility on the same order as that for methane in water, as

in Table 4.1. We followed a similar procedure as for methane, and our results are

presented in Figure 4.7. Results were similar results to those for methane: the velocity

increased slightly after gas was dissolved.
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Figure 4.6: Results for CH4 dissolving into water (see description in Figure 4.3)
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Figure 4.7: Results for N2 dissolving into water (see description in Figure 4.3)
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Figure 4.8: Concentration vs. pressure for N2 dissolving into water.
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Figure 4.9: Results for NH3 dissolving into water (see description in Figure 4.3)

Figure 4.8 shows the solubility vs. pressure for N2 in water, which is calculated

as described in the discussion of CO2, by using the ideal gas equation with the pres-

sure curve in Figure 4.7d. The linear �t for the available three points gives, after

eliminating the the erroneous y-intercept in � at P = 0,

� = 3:18� 10�5P (bar) :

A speci�c point of solubility in the above relation, �(P = 1) = 3:18� 10�5, does not

di�er much from the handbook value of 1:83� 10�5.
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Solution of Ammonia (NH3)

As we saw in Table 4.1, ammonia (NH3) is highly soluble in water. Figure 4.9 presents

the data for the solution of ammonia in pure water. We see that the velocity increases

as the gas dissolves into the water, as was the case for CO2. Some speci�cations are

shown in Figure 4.9. The gas pressure for ammonia is very low compared to the other

gases, because of its high solubility. The pressure curve in Figure 4.9d shows a rapid

pressure drop after NH3 contacts water, which indicates that the contact dissolving

rate is much faster. This case is not as simple as the solution of a pure gas, though;

ammonia undergoes a chemical reaction in the presence of water. Thus, we cannot

use the same method as we used with CO2 to estimate the amount of gas in solution.

Figure 4.9a shows the velocity has a similar behavior as in CO2, except that the

increase was larger. The temperature sensitivity, however, is smaller for NH3. The

larger pressure did not cause a linear change in velocity di�erence, either because

the velocity linearity relation failed under the large solubility condition, or because

solubility may not be linear as pressure increases.

4.3.2 Decane-based Solutions

Solution of Methane (CH4)

Figure 4.10 shows the results of CH4 dissolving into decane (C10H22). The injection

of CH4 caused the velocity to drop dramatically. The 
uctuation of the empirical

pure decane reference velocity, as in the case of pure water in Figure 4.10a, re
ects

the recorded temperature 
uctuation from Figure 4.10c. The �rst continuous step

in Figure 4.10d was recorded using pure decane with no dissolved gas. Using the

data measured in this period, we extracted the velocity vs. temperature relation for

pure decane, using the same procedure we used in Section 3.5. We also removed the

purely pressure-dependent velocity change, using the procedures developed in Section

3.5 and the pressure data in Figure 4.10d. Figure 4.10b shows the velocity with the

temperature and pressure e�ects removed. The abrupt jumps in Figure 4.10d were

caused by each injection of pressurized CH4. Dissolving of CH4 into decane caused the

slow decrease in pressure toward a stable value. Velocity in Figure 4.10b decreased
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Figure 4.10: Measured results for CH4 dissolving into decane (see description in
Figure 4.3)
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Figure 4.11: Derived results for CH4 dissolving into decane (see description in Fig-
ure 4.4)
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because of this increased gas dissolution. To better understand the pure e�ect of gas

dissolving, the data is reorganized to re
ect the mole fraction concentration of gas in

solution, as presented in Figure 4.11.

The linear �t for solubility with pressure is presented in Figure 4.12, extracted in

the way described in the previous section:

� = 1:64� 10�4P (bar) : (4.10)

The velocity vs. concentration �t from the data is shown in Figure 4.13, which

gives the relation,

�v = �6:20� 104�1:235 : (4.11)

Solution of Carbon Dioxide (CO2)

Figure 4.14 gives the results of CO2 dissolving into decane. Similarly, a big change

in velocity occurs after CO2 is dissolved. Figure 4.15 shows the relation between gas

concentration and pressure at equilibrium condition. A linear �t to their logarithmic

value gives the solubility relation:

�(P ) = 8:8� 10�4P (bar)0:75479:

Figure 4.16 shows the velocity dependence on concentration and the logarithmic

�t to the data, given by the following equation:

�v = �4:27� 103�0:775: (4.12)

Solution of Nitrogen (N2)

Figure 4.17 gives the results of N2 dissolving into decane. There is a decrease in

velocity as the gas dissolves, as shown in Figure 4.17b.
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Figure 4.12: Concentration with pressure for CH4 dissolving into decane

−7.5 −7 −6.5 −6 −5.5 −5
1.5

2

2.5

3

3.5

4

4.5

5

ln(Concentration(in mole fraction))

ln
(V

el
oc

ity
 C

ha
ng

e(
m

/s
))

ln(V) =11.0836+1.2442ln(X)

Figure 4.13: Velocity with concentration for CH4 dissolving into decane
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Figure 4.14: Measured results for CO2 dissolving into decane (see description in
Figure 4.3)
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Figure 4.15: Concentration vs. pressure for CO2 dissolving into decane
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Figure 4.16: Velocity vs. concentration for CO2 dissolving into decane
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Figure 4.17: Measured results for N2 dissolving into decane (see description in Fig-
ure 4.3)
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4.3.3 Results Summary

We produced original velocity measurements for the solution of various gases into

two very di�erent solvents, water and decane. The qualitative results of velocity

change with increasing concentration are listed in Table 4.2, where the notation of

++ means increasing signi�cantly, + means increasing slightly, �� means decreasing

signi�cantly, and - means decreasing slightly. The numbers inside the parentheses are

the �gures in which the detailed results are displayed.

Solvent/Solute CO2 CH4 N2 NH3

++ + + ++
Water (Figure 4.3) (Figure 4.6) (Figure 4.7) (Figure 4.9)

�� �� ��

Decane (Figure 4.14) (Figure 4.11) (Figure 4.17) N/A

Table 4.2: Summary of measurement results of sound speed in solution.

4.4 Dynamic Analysis

The results shown in the last section describe the dynamic process of gases dissolving

into 
uids and changing the 
uid sound speed simultaneously. Qualitatively, we

knew the dependence of velocity on gas concentration in solution. However, to better

understand how the data vary for di�erent solutions, we need to study them explicitly.

What we need to determine is the quantitative relation between velocity and gas

concentration in the dynamic process of gas injection; then we will further explore

what governs the velocity trend in each case.

The rough relation between velocity and gas concentration is given in Equation 4.9

and Equation 4.11 for the cases with signi�cant velocity change: CO2 in water and

NH3 in decane, respectively.
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4.4.1 Time Dependence of Velocity Change

As we see from the original recording of data in Figure 4.3, etc., the time coordinate

t is in hours. It takes a long time for a simple step to reach equilibrium. Apparently,

the dissolution of gas into the 
uids is a slow process. In the procedure described

in Section 4.2, the gas was injected from the top, then freely dissolved when the

gas and 
uid contacted each other. The 
uid was apparently heterogeneous in gas

distribution. When it reached equilibrium, the velocity and the pressure reached

constant values.

In an attempt to understand the process, we guessed that the sound speed varied

exponentially with concentration. The data were redisplayed by plotting the y-axis

on a logarithmic scale. We used the data with large changes in velocity shown in

Figure 4.3, Figure 4.9, and Figure 4.10. We assumed one free dissolving process for

analysis, with the following relation:

�v = �v0(1� e��t) ;

or

ln(�v0 ��v)� ln�v0 = ��t :

Applying this equation to the data in Figure 4.18a, Figure 4.19a, and Figure 4.20a

gives the results in Figure 4.18b, Figure 4.19b, and Figure 4.20b, respectively. We

�nd that each process has the same linear relation after the exponential operation.

Especially in Figure 4.20b, we see that the curve for each separate pressurization step

shows the same slope, which means each addition of gas has the same e�ect. We

therefore need to pick only one process for further analysis, which we do in the next

section.

4.4.2 Dissolving Processes (Di�usion model)

Considering the control processes used, the single-phase sample of the solution could

not become homogeneous instantly. Some physical processes underly this. Simpli�ed
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Figure 4.18: Velocity change for CO2 dissolving into water: (a). from Figure 4.3, (b).
logarithmic y-plot of (a).

di�usion mechanics is discussed here, assuming as a boundary condition that the gas-


uid interface has a constant gas concentration at the saturation point for the given

temperature and pressure. To simplify the problem, we assume that the surface gas

concentration, which in fact changes when pressure changes, stays constant. The cell

is considered to be one dimensional and the side boundaries are removed to in�nity.

The in
uence of the transducer in the middle of the cell is omitted as well. The �ne

structure of the re
ectors as shown in Figure 4.1 is not considered, either. Because

of the rigid re
ector in the bottom, an image cell, symmetric to the bottom, is set

up to solve the problem. No chemical reaction is considered during the gas di�usion.

The solution is listed in Appendix A. The boundary conditions are:

C0 = 0;

and

C1 = �Cwater:

The di�usion coe�cient can be estimated from Appendix B. The di�usion coe�-

cients of solvent/solute pairs are listed in Table 4.3. The distribution of gas concen-

tration will be solved explicitly.
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Figure 4.19: Velocity change for NH3 dissolving into water (see description in Fig-
ure 4.18)
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Figure 4.20: Velocity change for CH4 dissolving into decane (see description in Fig-
ure 4.18)
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Solvent/Solute CO2 CH4 N2 NH3

Water 3:0� 10�9 2:213� 10�9 2:144� 10�9 3:542� 10�9

Decane 3:384� 10�9 3:677� 10�9 3:563� 10�9 3:993� 10�9

Table 4.3: Di�usion Coe�cient of solvent/solute pairs under room conditions (T =
25oC; P = 1 bar) (Units in m2/s).

We need to convert the time-dependent gas distribution to sound speed, so we

can compare the results of this model with our experiment. Assume a linear relation

between velocity change and gas content, say:

v = v0+��
f ; (4.13)

where � is the solubility coe�cient for velocity, v0 is the velocity with zero gas con-

centration, and � is gas concentration in mole fraction.
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Figure 4.21: Di�usion simulation for CO2 dissolving into water: (a) Velocity vs. time:
solid lines are calculated results with di�erent f -factors (number below each curve),
dotted line is measured data from one process of gas solution; (b) logarithmic y-axis
plot of (a).

We calculated the related parameters with a large velocity dependence on con-

centration, and simulated the average result under the experimental conditions as a
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Figure 4.22: Di�usion simulation for NH3 dissolving into water (see description in
Figure 4.21)
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Figure 4.23: Di�usion simulation for CH4 dissolving into decane (see description in
Figure 4.21)
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function of time. Figure 4.21, Figure 4.22 and Figure 4.23 give the comparison be-

tween the di�usion simulation results and a selected experiment curve related to Fig-

ure 4.18, Figure 4.19 and Figure 4.20, respectively, which show large velocity changes

with increasing concentration. Each of the �gures has two graphics. The solid lines in

(a) give simulation results for di�erent f-factors, and the dotted line shows the results

for a single dissolving period in the experiment. (b) gives the logarithmic y-axis plot

of (a).

We follow the same procedure for the other solvent/solute pairs, as follows. For

CO2 dissolving in water under an equilibrium pressure of �P = 200psi, at which the

concentration has been normalized to 1, we �nd:

�vCO2�H2O = 23:0C1:25 ;

where C is a related concentration with normalization.

For NH3 dissolving into water under an equilibrium pressure of �P = 37psi, at

which the concentration has been normalized to 1:

�vNH3�H2O = 125C1:5 :

For CH4 dissolving into decane at an equilibrium pressure of �P = 190psi, at

which the concentration has been normalized to 1:

�vCH4�C10H22
= �40C1:25 :

By using the above relations for velocity change with gas concentration, the sim-

ulation results �t quite well with the experimental data:

C = �(P )Cwater:

where �(P ) is solute concentration in mole fraction at pressure P .

Then the velocity change with gas concentration for CO2 in water at P0 = 200 psi
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using Equation 4.7, is as follows

�vCO2�H2O = 23:0(
�

�(P0)
)1:25 (4.14)

= 1:79� 104�1:25 : (4.15)

For NH3 in water at P0 = 37 psi,

�vNH3�H2O = 125(
�

�(P0)
)1:5 : (4.16)

For CH4 in decane at P0 = 190 psi, using Equation 4.10,

�vCH4�C10H22
= �40(

�

�(P0)
)1:25 (4.17)

= �7:18� 104�1:25: (4.18)

4.5 Conclusion

This chapter studied the velocity e�ects of gas-
uid solutions, and is the most im-

portant part of this thesis. We selected samples based on our interest in the oil

industry. We discovered a new behavior for sound speed in 
uid as a function of dis-

solved gas concentration. We further derived the velocity and concentration relations

quantitatively, and realized the physical process under experimental conditions.

While conventional wisdom holds that it can only decrease, we found that the

velocity can either increase or decrease when di�erent gases are dissolved into di�erent


uids. Some gases dissolving into water may cause the water velocity to increase. For

example, the solutions of CO2 and NH3, two gases with high solubility in water,

produced the same trend of signi�cant velocity increase. Similar gases dissolving into

hydrocarbons may cause velocity to decrease, as we saw in real oil samples. CH4,

CO2, and N2, which have high solubility in decane, produced signi�cant decreases in

velocity after dissolving into decane.
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The dynamic process of gas solution was recorded continuously to accurately ob-

tain the data and to further understand the relation between gas concentration and

velocity change. The solution process for gas under the experimental conditions

showed an exponential behavior with respect to time. Velocity as a function of tem-

perature, pressure and further gas concentration is given after data analysis.

A di�usion model used to simulate the gas dissolving processes showed consistent

results with experiment data. The relation between velocity change and gas concen-

tration was derived by combining the model and real data. Some formulae were given

for di�erent sample combinations with signi�cant velocity di�erences.
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Appendix

A. Di�usion Model

The experiment setup after introducing the image plane can be solved as a case

of unsteady di�usion in a 
at plane with negligible surface resistance. (Geankoplis,

1993) Figure 4.24 is a simple sketch of the problem and its boundary conditions. It

has a symmetry plane on x1. The basic equation is as follows:

C1C1

C0

0 x1 2x1 x

Figure 4.24: Sketch for di�usion in a 
at plate

@C

@t
= D

@2C

@x2
; (4.19)

C(x; 0) = C0; (4.20)

C(0; t) = C1; (4.21)

C(2x1; t) = C1: (4.22)

Substituting

Y �
C1 � C

C1 � C0
;
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the equation becomes:

@Y

@t
= D

@2Y

@x2
; (4.23)

Y (x; 0) = 1; (4.24)

Y (0; t) = 0; (4.25)

Y (2x1; t) = 0: (4.26)

The solution of this equation in Fourier series is as follows:

Y =
C1 � C

C1 � C0
=

4

�

1X

n=0

1

2n + 1
exp(�

(2n + 1)2�2X

4
)sin

(2n+ 1)�x

2x1
; (4.27)

where X = Dt=x21 (dimensionless) and C = concentration at point x and time t.

B. Di�usion Coe�cient

The Wilke-Chang gave an empirical formula for the di�usion coe�cient, DAB,

where solute A is diluted in solvent B. This solution is useful for general purposes,

especially when the direct data are not available.

DAB = 1:173� 10�16('MB)
1=2 T

�BV 0:6
A

; (4.28)

where MB is the molecular weight of solvent B, �B is the viscosity of B in Pa�s, VA is

the solute molar volume at the boiling point (Le Bas, 1915), and ' is an association

parameter of the solvent. (Geankoplis, 1993)

Table 4.4 lists some typical values of molar volume related to this study, which

will be used to calculate the molecular molar volume when unavailable.
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Atomic Volume Molecular Volume
Atom (m3=kgmol)103 Material (m3=kgmol)103

C 14.8 N2 25.6
H 3.7 CO2 34.0

O(Doubly bonded) 7.4 NH3 25.8
N(Doubly bonded) 15.6 O2 25.6

Table 4.4: Atomic or molecular molar volume at boiling point (Le Bas, 1915)



Chapter 5

Theoretical Analysis

5.1 Introduction

The previous three chapters described the experimental procedures and results for


uids and 
uid-gas solutions. Velocity after gas dissolution decreases when hydro-

carbons are the solvents and increases when the solvent is water. The anomalous

behavior for gas aqueous solutions seemed contrary to the `common' understanding

of gas-
uid solutions. With careful calibration of the measurement system and our

precise experimental procedure, we are quite con�dent in our results. Therefore, we

must think further to explain the anomalous phenomena and �nd a reasonable model

to interpret the anomalies.

Water is a unique substance in that it has unusually high melting and critical

points for its molecular weight, and it has a complicated thermal expansion pro�le

and heat capacity. It has been found that these anomalous properties are due to

its strong hydrogen bonds and its speci�c structure, but there is no universally ac-

cepted model. Molecular interaction plays an important role in determining the state

of a substance under a given temperature and pressure. The non-bonded interac-

tion between molecules is known as van der Waals interaction, which is fundamental

in analyzing the formation or association of bulk materials. In solution study, the

interaction between solvent and solute can be described simply in term of the Van

der Waals forces. Hydrophobic interaction has been found in the study of aqueous

69
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solutions of nonpolar solutes. This special e�ect is known to cause some anomalous

properties and form special structures in biochemistry.

Thermodynamics describes only the average properties of a macro-system, not the

microscopic structure and properties of the system. Thermodynamics is a powerful

tool to study the interactions between solute and solvent by comparing the presumed

model with experimental quantities.

We use both molecular interaction and thermodynamic relations to understand

the physical properties, such as solubility and acoustic velocity, of gas solutions. The

pure solvent's structure and the solute-solvent interaction are the key to interpreting

any normal or unusual properties.

5.2 Molecular Interactions

Ladd (1994) summarized the types of intermolecular forces and their energy functions,

presented here in Table 5.1.

5.2.1 Conformational Analysis

Molecular mechanics uses a classical physics approach to ascribe the energy of a

particular conformation to speci�c bonding parameters. The total steric energy of

the molecule as calculated by molecular mechanics is the sum of a number of di�erent

kinds of interactions (Carroll, 1998):

Esteric = E(r) + E(�) + E(�) + E(d); (5.1)

where each term is discussed below.

E(r) is the energy of stretching or compressing an individual bond,

E(r) = 0:5kr(4r)
2(1 + CS4r); (5.2)

where kr is the force constant of deformation, 4r is the deformation of bond length

from the ideal, and CS is a cubic stretching constant.
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Interaction Energy functions Explanation
Covalent

R
�1�2d� �1 and �2 are wave function

of atoms
Metallic

R
�1�2d�

Charge-charge Q1Q2

(4��o)r
Q is point charge, �o is
the permittivity of a vacuum
(8:854 � 10�12 farad/m), r
is the distance of separated
charges

Charge-dipole(�xed) � Q�cos�
(4��o)r2

� is dipole moment, � is an-
gle of dipole vector to their
center vector

Charge-dipole(free) � Q2�2

6(4��o)2kBTr4
kB is Boltzmann constant
(1:38 � 10�23J/K), T is ab-
solute temperature (K)

Dipole(Fixed)-
Dipole(Fixed)

��1�2(2cos�1cos�2�sin�1sin�2cos�)
(4��o)r3

� is the angle of relative ro-
tation of �1 and �2 with re-
spect to the dipole axis

Dipole(free)-
Dipole(free)

�
2�2

1
�2
2

3(4��o)2kBTr6
(Keesom energy)

Charge-nonpolar
species

Q2�
2(4��o)2r4

� is the polarizability of the
nonpolar species

Dipole(�xed)-
nonpolar species

�
�2�(3cos2�+1)
2(4��o)2r6

Dipole(free)-
nonpolar species

� �2�
(4��o)2r6

(Debye energy)

Nonpolar species-
nonpolar species

� 3�1�2h�1�2
2(�1+�2)(4��o)2r6

(London dispersion energy)
h� is the �rst ionization
energy

Hydrogen bonding � � 1
r2

r is the closest non-bonded
distance between two non-
hydrogen atoms

Table 5.1: Type of intermolecular forces (Reproduced with permission from Ladd,
1994. Copyright 1994 Prentice-Hall, Inc.)
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E(�) is the energy of distorting a bond angle from the ideal,

E(�) = 0:5k�(4�)
2(1 + SF (4�)4); (5.3)

where 4� is the deviation from ideal bond angles, k� is a force constant, and SF is

a distorting constant.

E(�) is the torsional strain (due to non-staggered bonds),

E(�) = 0:5V0(1 + cos(3�)); (5.4)

where V0 is the rotational energy barrier, and � is the torsional angle.

E(d) is the energy from van der Waals forces, discussed separately in the following

section.

5.2.2 Van der Waals Interactions

Van der Waals interaction is a non-bonded interaction arising from the structure

of an atom or molecule. It consists of two parts, attractive and repulsive. The

attractive force is dominant at long range, where there is no overlap of electron clouds

between the molecules. It consists of electrostatic, induction, and dispersion forces.

Electrostatic forces arise from the interaction of the dominant electric moments of

the molecules. Induction forces arise from the permanent electric moments of one

molecule with induced moments of another. Dispersion forces, also called London

forces, arise from the correlated movement of electrons in neighboring molecules.

The repulsive force is a short range one. It takes e�ect in the spaces where there

is a signi�cant overlap of the electron distribution of two separate molecules, and it

comes from the violation of the Pauli exclusion principle.

Several models and potential functions have been developed for short range in-

teraction study. A hard sphere model was used to refer to `excluded volume' by van

der Waals' equation. The square-well model takes account of both attractive and

repulsive aspects. However, the most useful expressions in practical analysis are the

Lennard-Jones model and the Exponential-6 model. The Lennard-Jones potential
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gives:

U(r) = 4"L[(�=r)
12 � (�=r)6]: (5.5)

where � is the e�ective (hard-sphere) diameter and r is the distance of two molecules.

�"L is the minimal potential of molecular interaction. At re = 21=6�, intermolecular

force �dU(r)=dr = 0 and Umin(re) = �"L.

The Exponential-6 potential gives :

U(r) = A exp(�Br)� Cr6; (5.6)

where A and B are constants of the repulsion function, and C is the constant of the

attraction function.

5.2.3 Hydrogen Bonding

Hydrogen is unique among the elements in that all of its electron density is used in

bonding when it is combined with other elements. By sharing electron density with a

neighboring atom, the hydrogen nucleus is relatively exposed on the side opposite the

bond. Hydrogen bonding is a weak electrostatic interaction between a hydrogen atom

and an electro-negative atom bearing at least one lone pair of electrons. Typically,

the hydrogen atom covalently bonded to one of these heteroatoms is also associated

with another heteroatom (N, O, P, S). (Fox, 1994)

Because water is such an important and unusual 
uid, much e�ort has gone into

explaining its properties. The proposed concept of hydrogen bonding gave a clear

picture of the unique structure of water and explained the properties of water. The

hydrogen bond is formed between the covalently bonded hydrogen in one molecule

and the oxygen with lone pairs of electrons in another molecule, and is symbolized as

O �H � � �O.

The hydrogen bond contains contributions from the following forces: (1) elec-

trostatic attraction, (2) delocalization energy (charge transfer), (3) dispersion, and

(4) exchange repulsion (Franks, 1972). The Lippincott-Schroeder potential function
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(Lippincott, 1955) for a hydrogen bond X �H � � � Y is:

U = U1 + U2 + U3 + U4; (5.7)

where U1 is the potential function for the X-H bond, U2 for the H � � � Y bond, U3 is

the van der Waals repulsion between the two oxygen atoms, and U4 the electrostatic

attraction between the oxygens:

U1 = D(1� exp(�
n(r � ro)

2

2r
));

U2 = �D� exp(�
n�(R� r� � r�o)

2

2(R� r�)
);

U3 = Ae�bR;

U4 = Be�m;

where D and D� are the strengths of the X-H and X � � � Y bonds; A, B, b, and mm

are constants; n and n� are related to the ionization potentials of atoms; ro and r
�

o are

normal inter-nuclear distances without the hydrogen bond; r and r� are the distances

with hydrogen bond; and R is the X � � � Y distance.

The simplest postulation for the water cluster structure is found by considering the

hydrogen bond in its dimer structure (Figure 5.1), which is the most stable geometry.

This symmetry gives a dimerization energy of about De � 6 kcal/mol (Bene, 1970).

Further study gives the possible stable structure of the water cluster to be a trimer,

tetramer and so on. There has been no universally accepted view to date.

Samoilov (1965) suggested an interstitial model for liquid water. A hydrogen-bond

network is formed containing cavities in which the other species{single non-hydrogen-

bounded water molecules{reside. Liquid water is similar to ice in structure but has

molecules in the cavities, which leads to a higher density. When ice melts, some of

the molecules break their hydrogen bonds with the lattice and move into neighboring

cavities.

Pople (1951) suggested a distorted hydrogen-bond model for liquid water. The

original structure is assumed to be that of ice-I with �xed coordination and hydrogen
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Figure 5.1: Dimer structure of water hydrogen bond

bond angles.

5.2.4 Hydrophobic Interaction

Hydrophobic interaction is the phenomenon by which apolar groups are driven to

associate because of their ordering e�ect on the local aqueous environment. The

typical graphic expression for hydrophobic hydration and hydrophobic interactions is

shown in Figure 5.2. The hydrophobic interaction is generally treated as a partial

reversal of the solution process:

solute(apolarsolvent)! solute(aqueous):

The e�ect of solute concentration should be gradually to remove the anomalous phys-

ical properties observed in the limit of \in�nite dilution". Hydrophobic hydration is

the entropically unfavorable solution of apolar molecules or residues in water. Inert

solutes promote the structuring of the neighboring water molecules (Franks, 1975).

The extra contribution of the solvent to this force is given by Gibbs free energy

caused by hydrophobic interaction, �GHI(R). The property of water as a medium in

which nonpolar molecules attract each other is called hydrophobic interaction (Ben-

Naim, 1980).

4G(R) = Uss(R) + �GHI(R);

where Uss(R) is the van der Waals interaction of solutes with distance, R, in vacuum.

Hydrophobic solutes have a special behavior at low concentrations of solute (see
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Figure 5.2: Diagrammatic representation of (a) hydrophobic hydration and (b)-(c)
hydrophobic interactions; (b) Kauzmann-Nemethy-Scheraga contact interaction, (c)
globular protein folding (Reprinted with permission from Franks, 1975. Copyright
1975 Plenum Press.)
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Figure 5.3: Excess molar volume V
E
2 (x2) curve at 25o. The positions and depth of

the minima depend on temperature, size, and con�guration of the hydrophobic group
(Reprinted with permission from Franks, 1975. Copyright 1975 Plenum Press.)

Figure 5.3). At low concentration (x2 < x
0

2), the molar volume �V
E
2 (x2) shows an

abnormal decrease. When the concentration increases to x2 > x
00

2 , �V
E
2 (x2) behaves

normally and increases. There is a minimum between x
0

2 and x
00

2 . The e�ect of

solute concentration should be gradually to remove the anomalous physical properties

observed in the limit of \in�nite dilution". The anomalies{properties changed in the

direction opposite to what we would expect{originate from the hydrophobic hydration

phenomenon, at low concentrations, with x2 < x
0

2 (Franks, 1975).

The presence of solute molecules should stabilize the four-bonded water network

because of the additional van der Waals contacts. In contrast, a nonpolar molecule

next to an unbonded water molecule is considered unfavorable compared to pure

water, since water-water dipole interactions are stronger than dipole/induced-dipole

interactions between water and a solute (Hagler, 1972). Nonpolar dissolved molecules

bind with their solvent cluster to form a single group. Hydrophobic interaction tends

to make those groups attract each other.
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5.3 Thermodynamics of Liquid Mixture

5.3.1 Thermodynamic Quantities

The most important and most common thermodynamic variables for a system are

the change in enthalpy 4H, change in entropy 4S, and the Gibbs free energy 4G.

These are related as follows:

4G = 4H � T4S; (5.8)

where T is the absolute temperature. Chemical potential is de�ned as follows:

�i = (
@G

@ni
)P;T;nj 6=i

; (5.9)

where ni is the mole concentration of ith component, and �i is chemical potential of

the ith component. When dealing with solute and solvent mixtures, it is convenient to

use the excess thermodynamic quantities, such as GE, HE, SE, V E (molar volume) as

the measures of non-ideality. The excess quantity is de�ned as the di�erence between

the measured quantity and the value in an ideal solution:

XE = 4X �4Xid; (5.10)

where an ideal solution can be de�ned to obey Raoult's law over the whole range

of concentration. X can be any physical variable. The partial molar quantity X i is

de�nes as:

X i = (
@X

@ni
)T;P;nj 6=i

; (5.11)

where ni is the number of moles of component i in the mixture. The expression

\j 6= i" means all components except i.

Frequently measured quantities are heat capacity 4CP , the coe�cients of thermal

expansibility, �, and compressibility, �:

4CP = (
@H

@T
)P ; (5.12)
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� = (
@V

V @T
)P ; (5.13)

�S = �(
@V

V @P
)S; (5.14)

where �S is adiabatic compressibility; by substituting subscript T for S, �T becomes

isothermal compressibility. They obey the following thermodynamic relation:

�T = �S +
TV �2

CP

: (5.15)

Ultrasonic sound speed in a 
uid can be expressed by the thermodynamic relation:

v2 =
��1S

�
; (5.16)

where v is sound speed and � is density.

5.3.2 Miscibility and Solubility

Completely dissolved mixtures will form a single phase. The range of miscibility

of a solute in a solvent re
ects the solubility pair. If the mixture is completely

homogeneous, the Gibbs free energy of the mixture (Gm) is less than the sum of the

Gibbs free energies of the separate components (GA;m; GB;m). Then we have,

4Gmix(x) = Gm(x)� xGA;m � (1� x)GB;m; (5.17)

where x = nA=(nA + nB) is the mole fraction of the A component. The quantity

4Gmix(x) must have a single minimum in its whole miscible range. Figure 5.4 gives

a graphic expression for completely miscible and partially miscible cases.

The transfer of an essentially hydrophobic solute from the gas state into aqueous

solution is accompanied by a positive free energy change which originates mainly

from the unfavorable entropy associated with such a transfer (Ben-Naim, 1974). This

energy change is represented by the following equation:

4�oS(g ! l) = �kT ln(
); (5.18)
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Figure 5.4: Diagrammatic representation of the Gibbs free energy at (a) completely
miscible and (b) partial miscible (Reprinted with permission from Murrell, 1982.
Copyright 1982 John Wiley & Sons Limited.)

where 
 = (�lS=�
g
S)eq = V g=V l is the Ostwald absorption coe�cient, meaning a volume

V g of gas dissolved in a given volume V l of liquid. The value of 4�oS(in water) for

methane in water is 1.747 kcal/mol and in ethanol is 0.325 kcal/mol at 10oC.

The scaled particle theory gives two processes to determine solubility: the forma-

tion of a cavity in the solvent capable of accommodating a solute molecule, and an

interaction term. The Henry's law solubility � is given by (Franks, 1972):

ln� = (�c=RT ) + (�i=RT ) + ln(RT=V ); (5.19)

where the subscripts c and i represent cavity formation and interaction, respectively,

and V is the molar volume of the solvent.

5.4 Results Analysis

Whenever two molecules in the gas state have low kinetic energy, they can become

trapped by their intermolecular attraction for each other. When the temperature

decreases, more gas molecules are in their low kinetic energy states. The kinetic
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energy for free gas molecules, Ek, is as follows:

Ek =
1

2
mv2 =

3

2
kbT; (5.20)

where T is the absolute temperature, kb is Boltzmann's constant, m is the molecular

weight, and v is the average velocity of the molecule. From the Lennard-Jones po-

tential curve (Equation 5.5) in Figure 5.5, we see that molecules with kinetic energy

Ek < �, can not escape from molecular interaction. When temperature decreases,

more and more gas molecules are trapped to form larger molecule clusters, then be-

gin to condense and form a liquid state. The larger the absolute value of � in the

L-J function, the more readily a material becomes liquid at the same conditions of

temperature and pressure. Thus the molecular interaction plays an important part

in determining the equilibrium state.

Molecular interaction also plays an important role for solubility in liquid. A

stronger molecular interaction causes the enthalpy term to be more negative (�� in

Figure 5.5 becomes larger). The positive value of 4�oS caused by the entropy term

is decreased by considering the enthalpy contribution, and the solubility increases

according to Equation 5.18.

5.4.1 Aqueous Solutions

Section 5.2.2 showed that hydrogen bonding in water causes many unusual 
uid prop-

erties. Hydrogen bonding makes water more structured in its liquid state than normal


uids. The anomalous properties of water can be interpreted by considering this spe-

cial structure. We extend the simple interstitial model to understand the anomalous

behavior in velocity{described in the previous chapter{when gas is dissolved into

water.

Structure of Water

We start from a two-dimensional model as in Figure 5.6, where L-cules are molecules

that build up the lattice, and H-cules hold interstitial sites in the lattice (Samoilov,

1965; Ben-Naim, 1974). X-ray di�raction has revealed this structure.
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Figure 5.5: Diagrammatic representation of the potential function of molecular inter-
action (Reproduced with permission from Ladd, 1994. Copyright 1994 Prentice-Hall,
Inc.)

Free molecules may occupy vacancies, the sites of L-cules, in water. This causes

the anomalous behavior in density when temperature is increased beyond the melting

point, and the density maximum is seen at 4oC. Temperature dependence of the

molar volume of water can be interpreted by combining the two competing e�ects

(Eisenberg, 1969): (1) the open structure weakens or breaks down, thus reducing

the volume, and (2) the amplitude of anharmonic intermolecular vibrations increases,

thus enlarging the volume. Lower temperature leads to a more open structure in

water. Most of the water molecules take part in the hydrogen bond structure, and

fewer free water molecules exist; thus more vacancies are formed with fewer free

molecules to occupy vacant L-cule sites. Therefore, the density of ice is even lower

than that of liquid water. When the temperature is increased to slightly higher than

melting point, some hydrogen bonds break and more free water molecules form. The
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Figure 5.6: Schematic illustration of an interstitial model for water in two dimensions.
L-cules are molecules that build up the lattice, whereas the H-cules hold interstitial
sites in the lattice. (Reprinted with permission from Ben-Naim, 1974. Copyright
1974 Plenum Press.)

cavities in L-cule sites are then partially occupied, and this e�ect dominates compared

to the enlarging e�ect of increased vibration. Thus, water density increases. When

the temperature is further increased, the vibration e�ect becomes dominant, and

the density starts decreasing. The higher the temperature increase, the greater the

enlarging e�ect.

Water shows anomalously low compressibility compared to normal 
uids below

some characteristic temperature (46oC for �T and 65oC for �S). The cavities are

occupied more and more because of the increase of the free water molecules to �ll into

the vacancies when temperature increases, and the molecules in the cavities interact

with their surrounding structure making the entire system stronger. This e�ect causes

the compressibility to decrease. When temperature increases, the hydrogen bonds are

weakened and more water molecules are free. More cavities are deformed and fewer

cavity sites are available. This e�ect causes the compressibility to increase. These

two competing e�ects lead to a balance at the characteristic temperature above.
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E�ects of Gas Dissolving

We interpreted the anomalous phenomena in pure water and concluded that the

anomalies stem from the special hydrogen bond structure of water. We saw anomalies

in our sound speed measurements in Figure 4.3, Figure 4.6, Figure 4.7 and Figure 4.9

when gas was dissolved into water. From the measurement results, CO2 and NH3 had

a large sound speed increase, whereas CH4 and N2 showed little di�erence.

CH4 and N2 are nonpolar molecules with low solubility in water. Apparently

as an e�ect of the molecular interaction described at the beginning of this section,

nonpolar molecules interact weakly with polar water. Therefore, their solubility is

small according to Equation 5.18. CO2 has no dipole moment, but it has a quadrupole

moment. Therefore, CO2 has a stronger interaction with the water molecule than

nonpolar CH4 and N2. The solubility of CO2 is much higher. NH3 has a dipole

moment, has a lone pair of electrons, and can form hydrogen bonds; it also undergoes

a chemical reaction with water. Thus, NH3 has the highest solubility among the gases

we considered.

Because the process involves two phases, gas dissolving into water has limited

miscibility. The range of miscibility depends on the gas solubility. Therefore, the solid

curve shown in Figure 5.17 applies over only a small range. The miscible range can

be extended by changing the conditions, such as decreasing temperature or increasing

pressure, to increase the gas solubility.

The amount of gas molecules dissolving into water is generally small. Nonpolar

gas and even polar gas apparently satisfy the low-concentration assumption (� < �
0

)

of Section 5.2.3, where �
0

is around 0.1 for aqueous solution. �, which is on the

order of 10�4 for CH4 and N2, is very small compared to �
0

. When these dissolving

molecules occupy the vacancies in the water structure, the weak molecular interaction

with water clusters should cause anomalies in water properties, but the results are

not apparent, since the �lled vacancies are so few and the interaction weak. The

compressibility or sound-speed change is negligible when nonpolar gas dissolves in

liquid water.

CO2 and NH3, conversely, have stronger molecular interactions with the polar

water network. The presence of those solute molecules in the vacancies in the water
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structure stabilizes the water cluster. Still, those solutes have a weaker interaction

than the interaction between unbonded water and the water dipole. Although CO2

and NH3 have higher solubility than nonpolar CH4 and N2, they still satisfy the low-

concentration assumption (� < �
0

) at our experimental conditions, room temperature

and higher pressure. The vacancies in the water structure trap solutes easily. Most

of the solutes �ll up the vacancies in the water cluster rather than bond to free

water molecules. Stabilization in a four-bonded water network is dominant. Thus the

compressibility or sound speed will behave anomalously, as the experimental results

reveal.

This interpretation can be seen from experimental evidence of water-ethanol mix-

tures by D
0

Arrigo (1988). Figure 5.7 gives his measurement results of sound speed

for water-ethanol mixtures. Pure ethanol has a lower velocity than pure water. The

anomalous behavior is apparent in Figure 5.7a. At low concentration (� < �
0

� 0:1),

velocity increases while solute concentration increases at the measured temperature.

The higher the temperature is, the lower the peak of the velocity, as the available

vacancies are fewer and more water clusters are broken. When the solute concentra-

tion increases to �ll the total available water vacancies, the velocity does not increase

any more, and the cluster begins to weaken because of the weaker interaction be-

tween solute and unbonded water molecules. The mixture will show normal 
uid

characteristics.

5.4.2 Hydrocarbon Solvents

Liquid hydrocarbons behave normally, since they have a single structure determined

by van der Waals interactions. The heavier the molecule is, the stronger the inter-

molecular attraction is. Usually, hydrocarbons with carbon number larger than 5 are

in the liquid state at room conditions. Hydrocarbons with carbon number less than

4, such as methane (C1) and propane (C2), are in the gas state at room conditions.

Only the low kinetic-energy gas molecules can be trapped by hydrocarbon 
uids, with

the solubility depending on the strength of the interaction between the gas molecule
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(a) (b)

Figure 5.7: The velocity of ethanol aqueous solution vs. (a) solute concentration
(x-mole fraction), and (b) temperature for some selected concentrations (Reprinted
with permission from D

0

Arrigo, 1988. Copyright 1988 American Institute of Physics.)
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and the hydrocarbon 
uid. We focus on the behavior of alkane hydrocarbon 
u-

ids and their mixtures with the gases CH4, CO2, and N2. CH4 and N2 are non-polar

molecules. Their interactions with liquid hydrocarbons are mainly nonpolar-nonpolar

interactions, which are also called London dispersion energies, as seen in Table 5.1.

The solubility of these gases shows a similar order except that the similarity of CH4

to the hydrocarbon solvent makes CH4 more stable. CO2 has a quadrupole moment,

which contributes to the total interaction energy. The solubility of CO2 in decane

(C10) will be larger than that of nonpolar gases by Equation 5.18. The gas solution in

hydrocarbon 
uid causes weakening of the heavier molecular interaction of the pure


uid. The physical properties behave according to the normal trend: sound speed

will decrease when concentration increases. The experimental results appear in Fig-

ure 4.10, Figure 4.14, and Figure 4.17. We assumed the molar volume of solutions,

because of free solute molecule and free solvent molecule interaction and their random

distribution, to be as follows:

V m(x) = (1� x)V l + xV g; (5.21)

where subscriptsm, l, and g corresponded to mixture, solvent, and solute respectively;

x is the solute concentration in mole fraction. According to Equation 5.14, then,

�S;m(x) =
1

V m(x)
[(1� x)�S;lV l + x�S;gV g] (5.22)

= �S;l + (�S;g � �S;l)x
V g

V m(x)
; (5.23)

where �S;m, �S;l and �S;g are the adiabatic compressibility of the mixture, solvent and

solute, respectively. As �S;g � �S;l > 0 for gas solution, then

�S;m(x) � �S;l :

The adiabatic compressibility of the mixture is larger than that of the pure 
uid when

gas is dissolved into the 
uid.
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5.5 Conclusion

This chapter focuses on the theoretical study of 
uids and 
uid-gas mixtures. The

purpose of this chapter is to �nd a model to interpret the normal and abnormal results

we obtained from experiment, and further to understand the underlying mechanics.

The study is based on unbonded molecular interactions. Van der Waals forces domi-

nate in the usual condensed phase, either 
uid or real gas. The competition between

intermolecular potential and thermal excitation because of temperature, as well as

pressure, determines the degree of condensation. Certainly the entropy contribution

is also important in determining the �nal phase.

We found that the anomalous properties of pure water come mainly from two fac-

tors: hydrogen bonding and a special cluster network. A two-dimensional interstitial

structure, found in the ice-I structure, was proposed to simplify the analysis. Filling

the cavities of the water cluster makes the entire system denser; also the �lling solutes

interact with the surrounding structure to strengthen the network. Temperature in-

crease weakens the bonding network and breaks some cages, so that fewer cavities

and more free water molecules exist, making the system tend towards normal. The

competition of those two e�ects leads to a transition from abnormal to normal 
uid

behavior. This model interprets the anomalies in density and sound speed, which

interested us in this study. Using this model, gas aqueous solutions should show

similar anomalies. External solutes �lling the cavities of the network may strengthen

the entire network while keeping the cavities unchanged. Strongly interacting solutes,

such as CO2 and NH3, give signi�cant abnormalities in sound speed, as we saw from

experiment.

Unlike water, hydrocarbon 
uids behave normally. Van der Waals interaction

between free solute and free solvent molecules dominates in the solution. Temperature

increase weakens the unbonded structure. Compressibility decreases when gases,

which have weaker interaction than heavier 
uid molecules, are dissolved into the

solvent. Our experimental results from decane mixed with solute gases CH4, CO2,

and N2 corroborate this analysis.
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Conclusion

The purpose of this thesis is to study the acoustic properties of reservoir 
uids. We

study both pure 
uid samples and gas-
uid solutions. The samples, 
uid solvents of

water and decane and gas solutes of CO2, CH4, N2, and NH3, are selected not only

for simplicity but also because they have practical applications. Our study proceeds

from experimental to theoretical as follows:

� System Design & Construction: A phase-interference method was developed

for velocity measurement, where double impulses and double re
ectors were

combined to ful�ll the interference requirements. I built the entire measurement

system myself, including most of the electrical and mechanical design, to allow

e�cient and convenient measurements. The velocity measurement has a relative

error of +0.02%. The calibration or real measurement uncertainty is the best

veri�cation for our system setup.

� Experimental Measurement: The experimental results range from pure 
uids

to gas-
uid solutions. The pure 
uid measurement is important not only for

obtaining the data and calibrating the system, but also for developing a proper

measurement algorithm. Two 
uid solvents, water and decane, were measured

during mixing with typical gas solutes, selected as above. The velocity change

with gas dissolution was found to have opposite trends for the two 
uids. For

gas aqueous solution, the sound speed of the solution increases with increasing

89
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concentration. Velocity increases up to 50 m/s (� 3%) and 140 m/s (� 9%)

for CO2 aqueous solution and NH3 aqueous solution respectively. These results

were obtained at room temperature (� 22oC) with CO2 saturated vapor pressure

of 400 psi (where CO2 concentration in mole fraction is about 0.8%), and NH3

saturated vapor pressure of 70 psi. Velocity increases only slightly for CH4 and

N2 aqueous solutions (only 1.5 m/s for CH4 and 2.5 m/s for N2 at saturated

vapor pressures of 700 psi and 850 psi, respectively). Conversely, for gases

dissolved in decane, the sound velocity of the solution decreases with increasing

concentration. Velocity decreases about 100 m/s for CH4 (� 8%), 130 m/s for

CO2 (� 10%), and 47 m/s for N2 (� 4%) at saturated vapor pressures of 500

psi, 400 psi, and 600 psi, respectively. The empirical relation between velocity

and concentration was given in the measurement range. A dynamic analysis

was carried out to understand the real di�usion process.

� Theoretical Model: Theoretical analysis was based on molecular interaction.

Van der Waals interaction plays an important role in analysis of a normal 
uid,

such as decane. Hydrogen bonding between water molecules makes water ex-

hibit special properties. A interstitial model was used to explain water's anoma-

lous behavior.

Our study makes three original contributions:

� A robust system was built to take highly accurate measurements, and a reliable

experimental method was developed to measure the dynamic velocity change in

a 
uid-gas solution.

� Reverse trends in velocity were discovered when gas dissolved into water and

decane.

� A mechanism was proposed based on the interstitial structure of water to in-

terpret its anomalous properties during gas dissolution.

Our results and contributions not only give the properties of the samples them-

selves, but also can be extended to predict the properties in some other interesting
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�elds. Gas hydrates provide an example. According to the interstitial structure

of water, more and more hydrogen bonded units with vacancies are formed when

temperature decreases. The velocity of pure water or ice decreases with decreasing

temperature. When solute molecules of gas occupy the interstitial vacancies, the ve-

locity will increase compared to pure water under the same conditions. The more

the vacancies are �lled by solute molecules, the more apparent will be the increase.

The velocity will increase until all of the vacancies are �lled; then it will behave nor-

mally, i.e., start to decrease, as more gas is dissolved. The amount of gas in solution

depends on the temperature and molecular interaction between the solute and the

water. When gas hydrate forms, many gas molecules occupy the interstitial positions,

and the velocity will be greater than the velocity of pure water ice.

Further study can be developed experimentally and theoretically. The results in

our experiment cover only a small range of gas concentrations. Further study can

expand the range of concentrations by decreasing temperature and using e�cient ag-

itation. Theoretically, a general relation between acoustic properties and gas concen-

tration may be determined using molecular interaction. Combining the gas dissolving

mechanism and hydrophobic interaction may be useful in some applications, such as

understanding the process of CO2 
ooding.
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