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**ABSTRACT**

Numerical models that account for realistic transmitter and receiver antenna behavior are necessary to develop waveform-based inversion methods for crosshole ground-penetrating radar (GPR) data. A challenge in developing such models is simulating the antennae in a computationally efficient manner so that inversions can be performed in a reasonable amount of time. We present an approach to efficiently simulate crosshole GPR transmission and reception in heterogeneous media. The core of our approach is a finite-difference time-domain (FDTD) solution of Maxwell’s equations in 2D cylindrical coordinates. First, we determine the behavior of the current on a realistic GPR antenna in a borehole through detailed FDTD modeling of the antenna and its immediate surroundings. To model transmission and reception, we then replicate this antenna current behavior on a much-coarser grid using a superposition of point-electric-dipole source and receiver responses. Results obtained with our technique agree with analytical results, with numerical modeling results where the transmitter antenna and borehole are explicitly accounted for using a fine discretization, and with crosshole GPR field data.

**INTRODUCTION**

Over the past decade, crosshole ground-penetrating radar (GPR) has gained increasing popularity as a tool for high-resolution imaging of the shallow subsurface. Applications of this technique include delineation of ore bodies (Fullagar et al., 2000); location of underground tunnels and voids (Olhoeft, 1988; Moran and Greenfield, 1993); mapping fractures in bedrock (Olsson et al., 1992; Day-Lewis et al., 2003); and estimation of subsurface lithology and hydrogeologic properties using field- or laboratory-derived petrophysical relationships (Alumbaugh and Chang, 2002; Moysey and Knight, 2004; Tronicke et al. 2004). Of interest in our research is the use of tomographic images obtained from crosshole GPR data in the development of subsurface hydrogeologic models.

Crosshole GPR tomography is identical in principle to crosswell seismic tomography. A transmitter antenna, moved to numerous locations in one borehole, radiates high-frequency electromagnetic (EM) pulses that are recorded by a receiver antenna, which is moved down a second borehole. Most commonly, inversion of the resulting data is accomplished by assuming that the propagating radar energy can be modeled by infinite-frequency rays that join the centers of the antennae. Under this assumption, the first-break traveltimes and amplitudes of the data can be used to determine the distribution of subsurface EM-wave velocity and attenuation. The resulting ray-based tomographic images of the subsurface, however, are limited in resolution to approximately the width of the first Fresnel zone associated with the propagating pulse bandwidth (Williamson and Worthington, 1993). In order to improve resolution, we require modeling algorithms that account for more detailed physical aspects of the crosshole GPR experiment, such as wave propagation and antenna behavior. These algorithms can be employed in waveform-based inversion strategies that use all of the recorded data to determine subsurface properties (e.g., Pratt and Worthington, 1988; Zhou et al., 1995).

Geophysicists have presented a number of approaches for crosshole GPR modeling. None of these, however, allow for the simulation of both antenna transmission and reception in heterogeneous media. Sato and Thierbach (1991), for example, analytically modeled a crosshole GPR experiment using an expression for the current on an insulated dipole antenna derived by King and Smith (1981). Although their approach gives much insight into the effects of antenna and system parameters on recorded GPR wavelets, it requires a homogeneous medium between the boreholes and that the antennae...
be in the far field of one another. In addition, the expression that the authors used for the antenna current is invalid for the case of water-filled boreholes and is thus only suitable for modeling in the vadose zone. Holliger and Bergmann (2002), on the other hand, numerically modeled crosshole GPR using a finite-difference time-domain (FDTD) approach in 2D cylindrical coordinates. In their formulation, only the transmitter borehole was included in the model, and the antennae were simulated as point vertical electric dipoles. Ernst et al. (2005) further developed this algorithm to allow for detailed modeling of a realistic, finite-length transmitter antenna. Ellefsen and Wright (2005) employed a similar approach to examine the radiation patterns of realistic borehole GPR antennae. With these methods, much can be learned about the effects of the borehole, subsurface heterogeneity, and antenna characteristics on crosshole GPR radiation. However, only half of the antenna problem can be addressed. Explicit modeling of both the transmitter and receiver antennae and boreholes is not possible using 2D cylindrical coordinates and would require a fully 3D approach. Considering the many FDTD simulations that are necessary to forward-model a crosshole GPR data set and the numerous forward-model calculations that are required for inversion, such an approach remains too computationally intensive for most computers.

We present an algorithm to efficiently simulate crosshole GPR transmission and reception in heterogeneous media. This is accomplished using FDTD modeling in 2D cylindrical coordinates through a superposition of point-electric-dipole source and receiver responses. Our technique replicates the behavior of the antenna current in the boreholes without the need for explicit modeling of the antennae and boreholes. To begin, we develop the basis for our approach using analytical expressions for transmission and reception between dipole antennae located in a homogeneous medium. After demonstrating the approach for two simple cases where ideal antenna current distributions are assumed, we next discuss a means of determining the current distribution on a realistic GPR antenna located in an air- or water-filled borehole. Finally, we compare results obtained using our technique with analytical results, with numerical modeling results where the transmitter antenna and borehole are explicitly included in the modeling grid, and with crosshole GPR field data.

**DEVELOPMENT OF THE MODELING ALGORITHM**

**FDTD modeling in 2D cylindrical coordinates**

The core of our modeling approach is the FDTD solution of Maxwell’s equations in 2D cylindrical coordinates presented by Holliger and Bergmann (2002). In this formulation, rotational symmetry about the vertical z-axis is assumed so that Maxwell’s equations can be separated into the transverse electric (TE) and transverse magnetic (TM) modes, which are two sets of coupled partial-differential equations involving the \(E_φ, H_r, H_z\) and \((E_r, E_θ, H_θ)\) electric- and magnetic-field components, respectively. For crosshole GPR modeling where the antennae are oriented parallel to the z-axis, only the TM-mode equations are required. These are solved numerically in the time domain using a leap-frog, staggered-grid approach, which involves offsetting the electric- and magnetic-field components so that the finite-difference approximations of all partial derivatives are centered in both space and time (Yee, 1966). Stepping forward in time is accomplished by alternately updating the electric and magnetic fields. All updates are explicit. For approximate modeling of the radiation from an infinitesimal, vertical-electric dipole, a source current function is added to the update for the \(E_z\) field component at the desired spatial location. This amounts to adding the source function to the \(z\)-component of the current density term in Maxwell’s equations (Buechler et al., 1995).

We locate our field components in space identically to Holliger and Bergmann (2002) to avoid singularity problems on the z-axis. We also use second-order-accurate finite-difference approximations for all derivatives, which means that 10 grid-points per minimum wavelength are needed to control numerical dispersion. We choose the time step according to the Courant numerical-stability criterion (Holliger and Bergmann, 2002). Higher-order approximations can be used for the spatial and/or temporal derivatives in our code, with a moderate increase in code complexity, in order to decrease the needed number of field points and thus reduce computing time (e.g., Bergmann et al., 1999). We implement perfectly matched layer (PML) absorbing boundaries in cylindrical coordinates to prevent reflections from the top, bottom, and right-hand side of the simulation grid (Berenger, 1994; Teixeira and Chew, 1997).

With the assumed cylindrical symmetry, the transmitter antenna and its borehole, which are centered on the z-axis, can be explicitly and accurately represented with the above approach. However, as mentioned previously, explicit modeling of both antennae and their boreholes to account for transmission and reception is impossible using 2D cylindrical coordinates and would require a fully 3D approach. Next, we describe how this basic code can be adopted to model both antennae transmission and reception using a superposition of point source and receiver responses.

**Simulation of antenna transmission and reception**

Borehole GPR antennae are generally center-fed, linear dipoles. We begin with the far-field analytical expressions for radiation and reception between two such antennae aligned parallel to the z-axis and located in a homogeneous medium. A schematic of this situation is shown in Figure 1. Both antennae have half-length \(l\) and are terminated by loads having impedance \(Z_0\). The transmitter antenna is excited by the generator voltage pulse \(V_g(t)\). Electromagnetic waves incident upon the receiver antenna induce the voltage \(V_r\) in the receiver load. In the far field, the frequency-domain expression for the radiated electric field is (Sato and Thierbach, 1991)

\[
E_φ(r, θ, ω) = -iξk^2 e^{-ikr} \frac{h_{eff}(ω)}{4πr} I(0, ω),
\]

where \(r, θ\) are defined in Figure 1; \(E_φ\) is the total electric field in the direction of unit vector \(θ\); \(ω\) is angular frequency; \(ξ\) and \(k\) are the electromagnetic impedance and wavenumber in the surrounding medium, respectively; \(I(0, ω)\) is the frequency-domain antenna current at the feed point \(z = 0\); and \(h_{eff}(ω)\) is the \(θ\) component of the vector antenna effective
The familiar standing-wave expressions (e.g., Smith, 2001) are obtained by approximating the antenna as a short-circuited transmission line having characteristic impedance \( Z_c \). For the wavenumber on the antenna, we used the low-loss expression

\[
k = \frac{\omega \sqrt{k}}{c}
\]

where \( c \) is the velocity of light in free space. We set \( Z_c = 150 \Omega \) to yield a feed-point reflection coefficient of 0.5. Figure 2 shows that, in response to an input voltage pulse, a current pulse is created on each arm of the transmission antenna. These two pulses travel back and forth between the antenna feed and end points. For this simple example, we assumed that the velocity of the current pulses on the antenna was the same as that of the external medium. In addition, the pulses were assumed to travel without any distortion and become reduced in amplitude only upon reflection at the feed point. In the next section, we evaluate the suitability of assuming this type of simple current behavior for the crosshole GPR case.

At the receiver antenna, we are interested in an expression for \( V_r \), the voltage induced in the receiver load by the radiated electric field. In the far field, this is given in the frequency domain by (Sato and Thierbach, 1991):

\[
V_r(\theta, \omega) = -E_\theta(\theta, \omega)h_{eff}(\omega) \left( \frac{Z_0}{Z_0 + Z_{in}(\omega)} \right).
\]

Substituting equation 2 for the effective height of the antenna into the above expression and using our definition for \( A(\omega, \omega) \), we obtain:

\[
V_r(\theta, \omega) = \int_{-l}^{l} \left[ E_\theta(\theta, \omega) \sin \theta e^{ikz\cos \theta} \right] A(\omega, \omega)Z_0 dz,
\]

where integration is now along the length of the receiver antenna. The term in brackets in equation 14 is simply the \( z \)-component of the electric field at location \( z \) on the antenna.

\[
Z_{in} = -iZ_c \cot kl, \quad (11)
\]
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Defining this quantity as $E_z(z, \omega)$, we obtain in the time domain

$$V_r(r, \theta, t) = \int_{-l}^{l} [E_z(z, t) * A(z, t)] Z_0 \, dz. \tag{15}$$

Equation 15 shows that, similar to the transmission case, the voltage induced in the receiver load also can be approximated as a superposition of the responses of infinitesimal elements along the receiver antenna. Specifically, we can obtain $V_r(t)$ by summing the convolution of $E_z(z, t)$ and $A(z, t)$ along the antenna and multiplying this result by the load impedance $Z_0$. Intuitively, this can be understood as follows: At each point on the receiver antenna, the $E_z$ component of the incident EM pulse from the transmitter antenna induces current pulses that travel in both directions away from that point. As in the transmission case, these pulses reverberate along the antenna arm. Just as $A(z, t)$ describes how an impulsive voltage at the transmitter antenna feed is related to the current experienced at each point along the antenna, it also describes how an impulsive voltage excitation at each point on the receiver antenna is related to the current experienced at the center. Thus, we convolve $E_z(z, t)$ with $A(z, t)$ and sum along the antenna to obtain the total current in the receiver load. The multiplication by $Z_0$ transforms this current into voltage.

Based on the above results, we can numerically simulate crosshole GPR transmission and reception using the previously described FDTD code in 2D cylindrical coordinates. To model transmission, we first obtain the antenna current distribution by convolving the excitation voltage pulse with $A(z, t)$. To the update for the $E_z$ field at each point in the simulation grid corresponding to a location on the transmitter antenna, we then add the appropriate current function, which simulates infinitesimal vertical electric dipole radiation from that point. Together, the responses of the infinitesimal dipoles emulate the radiation of the finite-length antenna. To model reception, the $E_z$ field at all nodes collocated with the receiver antenna is stored during the finite-difference simulation. After the time stepping is complete, the recorded data are convolved with the appropriate values of $A(z, t)$ and then summed and multiplied by $Z_0$ to obtain the receiver load voltage.

In simulating transmission and reception in this manner, we avoid explicit, detailed modeling of the antennae and their boreholes, and instead account for these features through the antenna current behavior. As a result, we can perform modeling very efficiently on a relatively coarse grid. In addition, although we used far-field expressions to derive this approach, we are not restricted to the far field, and the approach is thus perfectly valid for the small borehole separations that are typically encountered in crosshole GPR.

### Examples for standing-wave and Wu-King dipole antennae

As basic examples of our modeling approach, Figures 3 and 4 show the radiated $E_z$ field and receiver load voltage determined for two cases that represent the end members of commercial borehole GPR antennae. In Figure 3, we used the antenna current impulse response function from Figure 2 to model radiation and reception between 2-m-long, standing-wave dipole antennae embedded in a lossless, homogeneous

---

**Figure 2.** Normalized antenna current impulse response, $A(z, t)$, for a 2-m-long, bare-wire, standing-wave dipole antenna embedded in a lossless $\kappa = 9$ medium. Results were obtained using the inverse Fourier transform of equation 7.

**Figure 3.** (a) Radiated $E_z$ field and (b) received waveform determined for 2-m-long, standing-wave dipole antennae in a lossless $\kappa = 9$ medium.
medium having $\kappa = 9$. The transmitter antenna was placed at a depth of 10 m, and the horizontal antenna separation was 4 m. For the excitation voltage, we used a Gaussian pulse, given by

$$V_g(t) = \exp \left[ -\left( \frac{t - t_0}{\tau} \right)^2 \right], \quad (16)$$

where the characteristic time $\tau$ was set equal to 1 ns, and $t_0$ was chosen such that $V_g(0)$ is the first point in the Gaussian where the amplitude reaches 0.1% of its maximum value. Notice that the radiated $E_z$ field for the standing-wave dipole consists of a series of positive and negative pulses, each of which represents radiation from either the antenna feed or end points in accordance with time-domain antenna theory (Smith, 1997; Smith, 2004). That is, although we have superimposed the responses of infinitesimal dipoles along the entire length of the antenna to model the radiated wavefield, these responses cancel everywhere on the dipole except at the feed and end points, where charge acceleration and deceleration take place. We purposely chose a short excitation pulse and long antennae for this example to demonstrate this effect. If the antennae were shortened, the current pulse velocity along the antennae were increased, or the excitation pulse were lengthened, then the discrete arrivals seen in Figure 3 would merge. This typically occurs in crosshole radar data (Sato and Thierbach, 1991). There is also a significant difference between the $E_z$ and received voltage waveforms in Figure 3. Whereas the $E_z$ waveform consists of distinct pulses in time, the received waveform appears more like an integrated pulse sequence. This is also in accordance with time-domain antenna theory (Shlivinski et al., 1997; Smith, 2004), and illustrates the importance of properly accounting for reception, in addition to transmission, when modeling crosshole GPR data.

In Figure 4, we used the same modeling parameters and experimental geometry as Figure 3, but altered $A(z, t)$ to simulate transmission and reception between resistively loaded, Wu-King dipole antennae (Wu and King, 1964). Specifically, the amplitude of the original standing-wave dipole impulse response shown in Figure 2 was linearly tapered to zero at the ends of the antenna so that (Smith, 1997)

$$A_{wk}(z, t) = \begin{cases} A_s(z, t) \left( 1 - \frac{|z|}{l} \right) & \text{if } t \leq l/v_{ant}, \\ 0 & \text{otherwise}, \end{cases} \quad (17)$$

where $v_{ant}$ is the velocity of the current pulses on the antenna, $A_{wk}(z, t)$ is the Wu-King dipole impulse response, and $A_s(z, t)$ is the standing-wave dipole impulse response. Whereas a standing-wave antenna sustains pulses of current that travel back and forth along the antenna arms, a Wu-King dipole is loaded with resistance in such a manner as to be reflectionless. For this reason, the pulses of current on a Wu-King dipole travel only from the feed point to the ends of the antenna before they decay to zero amplitude. Figure 4 shows that, in contrast to the standing-wave case, the radiated and received waveforms for the Wu-King dipole are very compact. Because there are no reflections on the antenna, radiation comes largely as an initial pulse from the feed point (Smith, 1997). The results in Figure 4 are in accordance with those of Sengupta and Liu (1974), who analytically investigated the response of Wu-King dipoles to Gaussian pulse excitation.

In practice, commercial borehole GPR antennae lie somewhere between the undamped, standing-wave dipoles of Figure 3 and the Wu-King dipoles of Figure 4. That is, these antennae tend to be lightly resistively loaded to achieve a compromise between power radiated into the ground and pulse width, which ideally should be short. Indeed, crosshole GPR waveforms that we have recorded in the field tend to contain more peaks and troughs than the waveforms displayed in Figure 4b but significantly less of these than the waveforms shown in Figure 3b.

Behavior of the antenna current for crosshole GPR

To model antenna transmission and reception using a superposition of point source and receiver responses, we require prior knowledge of the antenna current behavior, contained in $A(z, t)$. For the examples in Figures 3 and 4, ideal $A(z, t)$ functions were assumed. In using these functions, the velocity of the current pulses on the antennae was assumed to be the same as the EM-wave velocity of the surrounding medium, and the pulses were assumed to undergo no change in shape as they traveled along the antenna arms. For the simple case...
of a thin, bare-wire antenna embedded in a homogeneous medium, this behavior may be a reasonable approximation to reality (Balanis, 1997). However, in the crosshole radar case, the antennae are insulated and located in air- or water-filled boreholes. As a result, such simple \( A(z, t) \) functions are generally invalid.

In the situation where the materials between the antenna wire and the external medium (i.e., the antenna insulation and borehole-filling material for the crosshole GPR case) have significantly lower dielectric permittivities than the external medium, a realistic current distribution on an insulated antenna may be obtained analytically (King and Smith, 1981; King et al., 1983). Under these conditions, the antenna can be treated as a short-circuited transmission line and characterized by equations 10 and 11, but with a characteristic impedance that is complex and frequency-dependent and a wave number different from that of the surrounding medium. Sato and Thierbach (1991) use these results in their analytical formulation of crosshole GPR transmission and reception. However, as mentioned previously, this approach is valid only for modeling in the vadose zone, as in the saturated zone, the material present in the borehole (water) has a significantly higher dielectric permittivity than the surrounding earth.

To determine realistic current behavior for crosshole GPR antennae in both air- and water-filled boreholes, without any assumptions or approximations, we use a detailed FDTD modeling approach in 2D cylindrical coordinates. In a similar manner to Ernst et al. (2005) and Ellefsen and Wright (2005), we model explicitly the transmitter antenna and borehole, using a finite spatial discretization. We then simulate transmission on the antenna and examine the current distribution. To reduce computing time, we limit the extent of our model to a small region around the borehole. Figure 5 shows the modeling domain that we consider for this approach. The antenna wire, with diameter \( d_{\text{wire}} \) and electrical conductivity \( \sigma_{\text{wire}} \), contains a small, 1-mm feed gap at the center. The wire is surrounded by lossless insulation having external diameter \( d_{\text{ins}} \) and dielectric constant \( \kappa_{\text{ins}} \). The borehole, with diameter \( d_{\text{bh}} \), is characterized by either \( \kappa_{\text{bh}} = 1 \) and \( \sigma_{\text{bh}} = 0 \) mS/m (air-filled) or \( \kappa_{\text{bh}} = 80 \) and \( \sigma_{\text{bh}} = 1 \) mS/m (water-filled). The surrounding medium has electrical properties \( \kappa_{\text{med}} \) and \( \sigma_{\text{med}} \). For all materials, we assume that the magnetic permeability equals its free space value, \( \mu_0 \). To feed the antenna and represent the correct impedance contrast at the input terminals, we attach a 1D transmission line that is terminated at the far end with an absorbing boundary condition (Maloney et al., 1994; Lampe et al., 2003). The voltage excitation function is then introduced into the line through a one-way injector. To obtain the current on the antenna from the FDTD modeling results, we apply the integral formulation of Ampere’s Law to the \( H\phi \) field nodes located just outside the antenna wire.

Figure 6 shows the antenna current that we obtained using this approach for a 2-m-long, insulated dipole located in a 5-cm-diameter, air-filled borehole and excited by a Gaussian pulse with \( \tau = 1 \) ns. This borehole diameter is typical...
of the PVC-cased piezometer wells that we commonly use for our crosshole GPR work. The surrounding earth had $\kappa_{med} = 9$ and $\kappa_{med} = 1$ mS/m. The antenna wire was modeled as a copper cylinder with $d_{wire} = 5$ mm and $\sigma_{wire} = 5 \times 10^6$ S/m. For the insulation, we used $d_{ins} = 30$ mm and $\kappa_{ins} = 4$. These specifications approximately model the cross-section of our commercial borehole GPR antennae. The characteristic impedance of the 1D feeding transmission line was set to 50 $\Omega$. Figure 6 shows, as described previously, that a pulse of current travels back and forth on each arm of the antenna in response to the excitation voltage pulse. In contrast to the simple cases considered earlier, however, these pulses undergo significant broadening as they propagate because of the presence of the antenna insulation and borehole. This shows that we cannot ignore dispersion that occurs along the antennae when modeling crosshole GPR. For the case of a water-filled borehole, the dispersion was found to be even more significant than we show here. Also important in Figure 6 is the fact that the velocity of the current pulses on the antenna is 0.14 m/ns, which is significantly greater than the EM-wave velocity of the surrounding earth (approximately 0.1 m/ns). Clearly, the antenna insulation and borehole have a marked effect on the antenna current distribution, and thus, on transmission and reception.

To model crosshole GPR using our approach, the actual current on the antennae is not required, but rather, the antenna current impulse response $A(z, t)$. However, FDTD modeling using a true impulse voltage excitation to obtain $A(z, t)$ would require an extremely fine spatial discretization because of the high frequency components involved and the fact that 10 grid points per minimum wavelength are required to control numerical dispersion. To obtain a reasonable approximation to $A(z, t)$ for our purposes, we compute the antenna current as described above using a Gaussian excitation pulse whose frequency spectrum is essentially white over the bandwidth of the transmitter excitation pulse of interest. We have found that setting $\tau = 0.1$ ns in equation 16 yields a good approximation to $A(z, t)$ for crosshole GPR modeling. In addition, we have found that $A(z, t)$ is relatively insensitive to moderate fluctuations in the electrical properties of the earth surrounding the antennae; that is, the antenna current behavior is much more dependent upon the properties of the insulation and material filling the borehole. As a result, we often need to compute $A(z, t)$ only once, using an average value for the earth's electrical properties, to adequately model an entire crosshole GPR survey.

![Figure 6. Comparison of radiated $E_z$ field computed using our approach (black) and using a finely discretized FDTD code with the transmitter antenna and borehole explicitly modeled (red). (a) vadose zone, 5-cm-diameter borehole; and (b) vadose zone, 10-cm-diameter borehole; (c) saturated zone, 5-cm-diameter borehole; and (d) saturated zone, 10-cm-diameter borehole.](image)
nificantly at high propagation angles. In each case, the absolute amplitudes of the data being compared were in excellent agreement.

Figure 7 compares the receiver load waveforms obtained using our code with the analytical results of Sato and Thierbach (Sato and Thierbach, 1991) for the case where the antennae were situated in 5-cm-diameter, air-filled boreholes and surrounded by a homogeneous medium having $\kappa_{med} = 9$ and $\sigma_{med} = 1$ mS/m. For this example, the borehole separation was 5 m. The modeled antennae were not insulated (i.e., $d_{ins} = d_{wire}$) because the formulation presented by Sato and Thierbach considers only one material between the antenna wire and the surrounding earth. Their approach could be extended to include both the antenna insulation and borehole-filling material using the results of King et al. (1983). As seen in Figure 7, there is excellent agreement between our results and the analytical solution.

In Figure 8, we compare the radiated $E_r$ field determined using our approach, with that obtained by explicitly modeling the transmitter antenna and its borehole using a very fine spatial discretization in a similar manner to Ernst et al. (2005) and Ellefsen and Wright (2005). We examined four cases which represent 5-cm- and 10-cm-diameter boreholes in vadose- and saturated-zone environments. In all of these cases, the insulated antenna profile used for Figure 6 was employed. The $E_r$ field was recorded at points along a vertical line 3 m away from the transmitter borehole. In the vadose-zone examples (Figures 8a and 8b), the borehole was air-filled and surrounded by a homogeneous medium having $\kappa_{med} = 9$ and $\sigma_{med} = 1$ mS/m. Here, we see that our results are nearly identical to those determined through detailed FDTD modeling. In the saturated zone examples (Figures 8c and 8d), the borehole was filled with water, and the surrounding medium had $\kappa_{med} = 25$ and $\sigma_{med} = 5$ mS/m. Again, the results obtained using the two approaches are in excellent agreement. Clearly, in accounting for the transmitter antenna and borehole by replicating the antenna current behavior on a significantly coarser grid, we are able to accurately obtain the radiated wavefield.

Recent work shows that, in addition to affecting the current distribution on an antenna, a water-filled borehole may distort antenna radiation through guided-wave effects (Holliger and Bergmann, 2002; Tronicke et al., 2004; Tronicke and Holliger, 2004). Indeed, there is slightly less agreement between our code and the detailed modeling results for the 10-cm-diameter, water-filled borehole case shown in Figure 8d, which we believe is related to this phenomenon. Although the differences between our code and the finely discretized results in Figure 8d are minor, it is important to emphasize that our methodology can only account for guided-wave effects to the extent that they affect the antenna current distribution. For some combinations of antenna excitation pulse and borehole diameter in water-filled boreholes, it is possible that guided-wave effects that cannot be modeled with our approach may be more significant than we show here.

As a final example, Figure 9 compares results obtained using our code with crosshole GPR field data collected between 5-cm-diameter, air-filled piezometer wells located in a relatively homogeneous, unsaturated, glaciofluvial sand-and-gravel deposit near Abbotsford, British Columbia, Canada. The boreholes were 6 m apart. Again, we modeled the antennae using the insulated antenna profile from Figure 6. In addition, to obtain the best match with the field data, we included constant resistive loading along the antennae. This was accomplished by increasing the resistivity of the antenna wire cells in the detailed FDTD simulation that was used to obtain $A(z, t)$. We used an average value of $\kappa_{med} = 6$, which was obtained from picked first-arrival times in the crosshole data. We estimated the conductivity of the sand and gravel to be 1 mS/m. Figure 9 shows our modeling results and the field data to be in good agreement. The received waveforms are very similar, except for a slightly broader received pulse in the field data, especially at high angles (i.e., longer travel paths), which we suspect is related to intrinsic dispersion in the sand and gravel. We have not accounted for frequency-dependent material properties in our FDTD code, but including dispersion into the algorithm would be straightforward (e.g., Bergmann et al., 1998).

**CONCLUSIONS**

Through a relatively simple modification of the FDTD algorithm of Holliger and Bergmann (2002), we can simulate both antenna transmission and reception for crosshole GPR in heterogeneous media. A significant advantage of our approach is that modeling can be performed very efficiently on a relatively coarse, 2D grid. In addition, our method allows us to simulate the current behavior on realistic borehole GPR antennae very accurately because we obtain $A(z, t)$ from a detailed FDTD simulation where the antenna and borehole features are included explicitly. Our next step is to use this modeling approach to develop a full-waveform inversion strategy for crosshole GPR data. Although it has been shown recently that guided-wave effects may significantly affect antenna radiation in water-filled boreholes, our method was able to model radiation in both 5-cm- and 10-cm-diameters water-filled boreholes very accurately. However, some combinations of borehole diameter and transmitter excitation pulse may not be accurately modeled using our approach.

![Figure 9. Comparison of received waveforms modeled using our approach (black) and recorded in the field in an unsaturated sand-and-gravel aquifer deposit (red).](image-url)
produce guided-wave effects that cannot be completely accounted for through the antenna current distribution. If these effects are determined to be important, they could at least be partly accounted for with our code by explicitly modeling the transmitter borehole. Finally, it is likely that our formulation could also be used, with a few modifications, to model transmission and reception in a vertical radar profile (VRP) configuration. This is a topic of future research.
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