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Abstract 

Many petroleum reservoirs employ hydraulic fracturing for well completions. Reser- 

voir flow patterns are significantly altered by these fractures. As more wells are drilled 

and longer fractures are created, the influence of the fractures on production and well 

testing responses increases. Existing approximate solutions to this interference prob- 

lem have limited applicability. This is especially true for reservoirs with moderate 
permeability or ones with very long hydraulic fractures, both of which are likely to 

have small dimensionless fracture flow capacity. Additionally, existing solutions fail 
to account for reservoir heterogeneities. Efforts at characterization of reservoir het- 

erogeneities have concentrated on fluid displacement projects. Little effort has been 

spent on using reservoir characterization for optimizing hydraulic fracture length, 
well spacing, and well location selection. 

This dissertation presents techniques for the design and analysis of interference 

tests when the active and observation well are both hydraulically fractured. These 
techniques are based on a new mathematical solution. This solution allows any value 

of dimensionless fracture conductivity, including infinite conductivity. The solution is 

presented in Laplace space; fracture skin, wellbore storage, naturally fissured matrix 

behavior, etc. are readily included. Any rate or pressure schedule of the active well 

can be analyzed. 

Compass orientation of the wells’ hydraulic fractures can be determined from an 

inter‘ference test. Relative fracture lengths, conductivities, and azimuth significantly 

affect well performance. The economic value of knowing hydraulic fracture azimuth 

can also be determined. Performance of a hydraulically frxtured well near a large 

natural fracture or another hydraulically fractured well may also be evaluated. Values 

iv 



of fracture conductivity and fracture length for each fracture can not be determined 

uniquely from the interference response and must be determined separately. 

In addition to  the new analytic solutions, geostatistical techniques are used to 

generate conditionally simulated permeability fields. These permeability distributions 
honor local data, are unbiased, and retain the variance of the desired field. Flow 
simulations using finite difference methods illustrate the importance of the spatial 

correlation and the level of heterogeneity in these fields. 

e Primary Contributions 

e Conditions for which finite conductivity fractures influence interference tests are 

delineated . 

e A method for design and analysis of such tests including storage, skin, changing 

rates, natural fissures, etc. is presented. 

e A new method for determining the value of knowing fracture azimuth is pre- 
sent ed . 

e El€ects of reservoir heterogeneities on well performance, interference testing, and 

economic optimization are illustrated. 

e Economic optimization of anisotropic heterogeneous systems with finite con- 

ductivity, hydraulically fractured wells is presented. Economic importance of 

knowing hydraulic fracture azimuth is quantified. 

, 
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Chapter 1 

Introduction 

The problem of hydraulic fracture interference. A lqeneral background 
for  the magnitude and importance of the problem. Impacts of reservoir 
heterogeneity. The problem statement. 

Because the likelihood of further large oil and gas discoveries in the U.S. is low, in- 

dustry must maximize recovery rates and efficiencies from exiating fields. A significant 

fraction of petroleum engineering research focuses on Enhanced Oil Recovery (EOR), 
a critical need as oil recoveries are in the 20-40% range in many fields. Much less 
effort has been concentrated on increasing rates of recovery and recovery efficiencies 

for low permeability gas reservoirs. Additional infill drilling of low permeability oil 

and gas reservoirs holds the potential to accelerate (and increase) recoveries from the 

hundreds of such fields in the country. 

As infill drilling continues, hydraulic fractures become long compared to inter- 

well distances, giving rise to potential problems. First, there is a need to determine 

fracture azimuth (in a compass orientation sense as fractures can generally be assumed 

vertical at  depths of greater than x 1000 m.). Part of this dissertation is a critical 

survey of techniques available to estimate fracture azimuth. The need to determine 

azimuth depends strongly on the well spacing and fracture lengths required to recover 

reserves optimally. Optimal must be considered as a Net Present Value (NPV) sense. 

Therefore, hydrocarbon prices, and well and fracturing costs affect NPV as much as 

1 
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reservoir factors such as permeability, net thickness, porosity, initial pressure, etc. 

The value of knowing fracture azimuth (from the point, of view of field devel- 

opment) is a function of how that knowledge actually affects subsequent decisions. 

Spending money to determine fracture azimuth is useless if t,hat knowledge does not 

affect subsequent decisions. However, azimuth can be extremely important under 

certain circumstances and for those cases, must be considered for optimal reservoir 

management. 

1.1 Central Themes 

Two central themes motivating this study are: 

0 The need to understand hydraulically fractured well behavior in heterogeneous 

reservoirs and when those fractures might influence tlhe performance of other 

wells. 

0 The importance of a multi-disciplinary approach to optimizing the development 
of oil and gas fields. 

0 The need to unders tand  interactions 

Two areas have been inadequately investigated. The first is actual mechanical 

interaction of a propagating hydraulic fracture in the presence of the pressure draw- 

down caused by production from another well with a previously created fracture. The 

second area, the major focus of this research, is pressure transient interference of finite 

conductivity hydraulically fractured wells. Well performance depends in part on the 

degree of interference, and the utility of pressure transient tests rests on how sensitive 

well performance is to fracture azimuth. 

Sensitivities to reservoir heterogeneities (permeability anisotropy, varying spatial 

correlation ranges, geometric anisotropies, etc.) must also he understood to predict 

well performance and to estimate the economic value of knowing fracture azimuth. 

Plans for addressing these issues are outlined in a separate section. 

0 The need for a multi-disciplinary approach  
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Optimizing the development of fields with low permeability requires input from 

geologists and geophysicists beyond the standard historical structure/isopach maps. 

Most methods for determining permeability anisotropy, stress anisotropy, and other 

reservoir heterogeneities are clearly in the domain of geophysicists and geologists. Un- 

fortunately, few of these techniques are routinely used in low permeability formations. 

Most reservoir characterization efforts have gone into large oilfields for use in associa- 

tion with EOR projects. Indeed, doing this characterization has often been (correctly) 

assumed, with little quantitative justification, to be economjcally worthwhile. A sig- 

nificant portion of this work is to quantify economic value of reservoir characterization 

in low permeability field development. 

1.2 Background 

Low permeability reservoirs, as well as many moderate permeability reservoirs, often 
require hydraulic fracturing before they are commerciallly valuable. A significant 

majority ( ~ 7 5  %) of wells drilled in the U. S. require such stimulation. Creating 

extremely long hydraulic fractures for very low permeability wells (less than 0.01 
md) has proven to be commercially successful. Massive h:ydraulic fracture (MHF) 
treatments can cost over $ 500,000 and represent more than 30-50% of a well’s cost. 

Optimization of fracture length and well spacing is often critical to the economics of 

exploiting marginal gas resources. 

Determining optimum fracture length and well spacing is both a technical and 

economic problem. Optimization of ultimate recovery and inet present value (NPV) 
from tight gas fields has historically been approached from the idealization of ho- 

mogenous, isotropic reservoirs and by neglecting interwell interference. It is possible 

to model multi-well tight gas reservoir performance using various heterogeneities and 

taking into account interference between the wells. Most heterogeneities (other than 
simple permeability anisotropy) require numerical simulation, as do some of the more 

complex problems of optimization. Using numerical analysis or new semi-analytic so- 

lutions, production forecasts can be obtained for various development scenarios; then 



CHAPTER 1. INTRODUCTION 4 

economics can be calculated for optimizing well spacing and hydraulic fracture length. 

Formation permeability is a key technical criterion beca.use higher permeability 

wells are able to drain much larger areas. Lower permeability wells require longer 

hydraulic fractures and closer well spacings. If the fracture length is small compared to 

well spacings, practically no interference occurs between the wells due to the hydraulic 

fractures. 

Increased well density is typically required when : 

the costs of hydraulic fracture treatments are a significant fraction of well costs; 

0 fracture length is limited for technical, economic, or regulatory reasons; or, 

0 well performance indicates substantially smaller fracture lengths than design 

fracture calculations predict. 

In these cases, knowledge of fracture azimuth becomes particularly important for 

the optimal location of infill wells. The importance of k:nowing fracture azimuth 

increases as the well spacing approaches the fracture length. What is the effect of 

interference? How valuable is it to know fracture azimuth, Le., what impact does the 

knowledge of fracture azimuth have on the optimization problem? How sensitive is 

optimization to the accuracy of the azimuth determination? How do the methods for 

detecting fracture azimuth work? How do reservoir heterogeneities affect development 

plans? 

These questions are of substantial practical concern to the petroleum industry. 

Many of the techniques for determining fracture azimuth are geophysical methods 

that are still being perfected. Other techniques for azimuth detection are derived 

from well testing, geology, and rock mechanics. 

1.2.1 A Quick View 

Among the few works to discuss fracture azimuth’s effect on tight gas production 

was that of Smith, 232 for the Wattenberg Gas Field, and that of Lacy, 141 who 

reviewed hydraulic fracture azimuth detection methods. With figures like Figure 1.1, 
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they argued :hat as fracture length grew large compared to the interwell distance, 
the influence of fracture azimuth increased, This had been prloven unambiguously for 

the case of waterflooding and fluid displacement. Smith 232 quantified the effects, 

based on a descriptive argument he described as 'somewhat qualitative' in nature. 

This dissertation provides more rigorous solutions to the problem of fracture azimuth 

interference. For most homogeneous cases of practical interest, the effect of fracture 

azimuth on production or well tests is easily determined. Earlier approximate solu- 

tions, using the uniform flux fracture model, invariably led to the underestimation of 

interference effects. For the cases of large permeability anisotropies and infill drilling, 

knowledge of fracture azimuth is quite important. 

' 

Drainage patterns for well spacings and fracture orientations, such as in Figure 1.1, 

are not as simple as indicated. Economic considerations are developed for an example 

case showing optimum fracture length; well spacing is optirnized both for a system 

that neglects permeability anisotropy and for one accounts for azimuth. The maximum 

difference in fracture azimuths (corresponding to a 90 degree error) results in a sub- 

stantial difference in Net Present Value. Knowledge of fracture azimuth for isotropic 

systems becomes more important as fracture lengths approach interwell distances. 
Figures 1.1 and 1.2 illustrate the concepts involved. Transient flow around a hy- 

draulic (vertical) fracture is approximately elliptical at early times. Both figures show 

eight wells equally spaced on the corners of squares. Fractures are shown that extend 

to 40% of the distance between wells. For the 0" case (Figurle 1.1)' considerable ouer- 

laps of drainage patterns are obvious. For the 45" case, interference is expected to be 

negligible. Although this representation is qualitatively useful, actual drainage pat- 

terns that result from interference of such wells differ from this simple approximation, 

thus complicating interpretation. 

1.2.2 Reservoir Heterogeneities 

Optimal development of heterogeneous oil and gas fields is a major trend in cur- 

rent petroleum engineering research. Such research is prima.rily concerned with fluid 

displacement projects, rather than tight gas reservoirs. Low permeability reservoirs 
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Figure 1.1: Illustration of Interference, 0" 

Figure 1.2: Illustration of Interference, 45" 
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require hydraulic fracturing and are often ‘infill drilled’, with increased well densi- 

ties to both accelerate and increase ultimate recovery. Increased oil recovery by infill 

drilling waterflooded reservoirs has been frequently demonstrated; fewer examples of 

incremental gas recovery associated with infill drilling are published182 . 
Incremental gas recovery may be obtained by infill drilling when permeability vari- 

ations are large. Vertical hydraulic fractures intersect producing wells and are aligned 

according to current stress states in the field. Typically, these stress directions remain 

fairly constant over distances typical of field sizes. Spatial correlation of permeability 

and porosity need not be related to hydraulic fracture direction. 

1.3 Interference of Hydraulically Fractured Wells 

in Heterogeneous Formations 

Three general areas of concern regarding hydraulically fractured wells are discussed 

in this dissertation. The first two are the primary subjects of this research, while the 

third requires further investigation. 

0 Effects of f racture  az imuth  on well performance a:; a function of hydraulic 

fracture length. This includes optimization of fracture length and well spacing, 

detection of hydraulic fracture azimuth, and prediction of interference behavior 

of hydraulically fractured wells. This dissertation reviews existing technology, 

develops improved models of such technology, and develops and implements 

new analytic solutions and models. Specifically, Laplace space solutions for the 

interaction of finite conductivity hydraulically fractured wells are developed and 

used to  quantify the effects of fracture azimuth on production and interference 

testing . 

0 .  Effects of reservoir heterogeneities on well performance, and pressure tran- 

sient interference testing on hydraulically fractured wells. Reservoir hetero- 

geneities included in this dissertation include permeability anisotropy and cor- 

related spatial variations in permeability. Important special cases are used to 
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show how and when heterogeneities affect performance. 

0 Effects of stress variations caused by pore pressure reduction from an existing 

hydraulically fractured well on the propagation of a hydraulic fracture from an 

infill well. Created and propped wing lengths and fracture direction may well be 

altered for such a case. This topic is discussed generally, identifying additional 

research needs. 

1.4 Problem Statement 

This dissertation combines analytic and numerical approaches to solve several closely 

related problems. The pressure interference problem for arbitrary production con- 

ditions at  two finite conductivity hydraulically fractured wells was solved. This was 

done in a general way which allows the incorporation of the results into a range of well 

testing and reservoir performance techniques. Determining the effects of hydraulic 

fracture azimuth is the primary objective; however, actual application of this infor- 

mation is academic unless used in reservoir management deisions. Hence, economic 

impacts of azimuth on well spacing and fracture design is quantified. 

Real petroleum reservoirs are very inhomogeneous. Analytic solutions are limited 
in their ability to handle complex reservoir heterogeneities. Thus, heterogeneity effects 

are quantified in order to determine whether or not the ana.lytic solutions are useful 

in real reservoirs. 



Chapter 2 

Fracturing and Fracture Azimuth 

Hydraulic fracturing principles summarized, including reasons for hy- 
draulic fracturing and design principles. Methods to determine hydraulic 
fracture azimuth including a variety of geophysical and engineering tech- 
niques. Field results of published examples. 

2.1 Hydraulic Fracturing Mechanics 

In their now classic 1957 paper, Hubbert and Willis 122 discussed the basic principles 
of hydraulic fracturing. The technique had been observed in petroleum operations 

in several areas, including pressure parting in water injection/disposal wells; forma- 

tion breakdown during squeeze cementing; and lost circulation during drilling. J. B. 
Clark of Stanolind Oil and Gas Company (now AMOCO) formally identified the tech- 

nique as a stimulation method 53 . The technique grew rapidly in popularity and has 

now been used on thousands of wells. In the early days of fracture stimulation, an 

erroneous model of the process often assumed that hydraulic pressure parted the for- 

mation along bedding planes and lifted formation overburden. Although the pressure 

required to initiate fractures was generally less than the weight of the overburden, 

other explanations involving ‘effective overburdens’ were postulated 223 . 
Hubbert and Willis 122 explained the nature of hydraulic fracturing mechanics and 

9 
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concluded what is taken almost axiomatically today: hydraulically induced fractures 

propagate approximately normal to the least principal stress. In most areas of the 

United States, a t  depths greater than a few thousand feet, this least stress (Sh) will 

be approximately horizontal and fractures will be vertical to subvertical. At shallow 
depths, the reverse is true: the least stress will be essentially equal to the overburden 

pressure and fractures will be horizontal. More sophisticated models of fracture growth 

have led to the current understanding of how local heterogeneities in rock properties, 

or stress alterations from other fractured wells, pore pressure, and thermal gradients 

may affect fracture extension and azimuth 419 191 . 
The pressure required to initiate the fracture is a functicln of existing stresses in 

the rock, hole geometry, existing natural fissures, and fluid properties. Pressures re- 

quired to continue fracture propagation are essentially determined by rock stresses. 

Horizontal fractures cannot be created without injection pressures greater than that 

of the total overburden. In a typical field, vertical fractures should have similar az- 

imuths, or compass orientations. If large variations in effective stress directions are 

present, pore pressure gradients are large; or if alteration of effective stresses from 

other wells is significant, this last assumption may not be valid. Small differences 

between SH and Sh ( the maximum and minimum horizon1,al compressive stresses) 

tend to increase the possibilities for altering fracture propagation directions due to 

interwell interference. In practice, Sh is measured with reasonable accuracy on many 

wells. Indirect measurements of SH are less frequently made, 

Fundamentals of reservoir engineering show that single phase well flow rates are 

functions of permeability, thickness, reservoir and wellbore pressures, reservoir ge- 

ometry, fluid properties, wellbore radius, and skin effect. Most of these properties 

are solely functions of the reservoir and generally cannot be changed. Only the skin 

effect can be changed under certain circumstances. Much of the effect of hydraulic 

fracturing can be understood as decreasing the skin effect, or, alternatively, increas- 

ing the effective wellbore radius. Two common methods for reservoir stimulation are 

hydraulic fracturing and matrix acidization. In addition to increasing the effective 

wellbore radius, hydraulic fracturing is also used infrequently for novel sand control 
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and coning problems. 

2.1.1 Types of Damage 

Both low permeability wells and damaged wells may require hydraulic fracturing to 

obtain commercial flow rates. High and moderate permeability reservoirs can be 

damaged (positive skin effect) and suffer reduced flow rates. Mechanical sources of 

skin effect include ‘turbulent’ flow; slanted wells or partially penetrating wells 45 ; 

limited entry to  flow 197 ; off-centered wells 85 ; low perforation density 150 ; short 

perforations 155 ; incorrect phasing of perforations; poor isolation between zones 1 ; 

collapsed or blocked tubulars; scale precipitation in perforations 183 ; drawdowns to 

pressures below the bubble point for oil reservoirs or the dew point for retrograde 
gas reservoirs 30 . Most of these pseudoskins cannot typically be improved by well 

stimulation. Sources of formation damage and ‘true’ skin effect include: 

1. Invasion by drilling mud solids 17 or filtrate 230 , damage by cement slurries 

63 , washes, or spacers 24 . 

2. Perforation damage from overbalanced perforations 134, 133, charge debris 240, 

or insufficient penetration 135 . 

3. Damage from completion and workover fluids 76, 202, ‘218 I 

4. Damage to gravel packs 203 by improper slurry placement, fines migration, 

plugging by foreign objects, improper design of gravel size or screen size 100 . 

5. Damage during production by high flow rates and consequent fines movement 

189 , excessive drawdown leading to rock failure or permeability reductions 186, 

26 , deposition of organic 113 or inorganic 253 materials to due pressure reduc- 

tions. 

6. Damage due to well stimulations from wellbore cleanup, acid jobs 62 , water 

control treatments, and problems in injection wells 37 . 
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2.1.2 When Hydraulic Fracturing is Applicable 

Hydraulic fracturing is a stimulation method for wells with low permeability, e.g. less 
than 1 md, and occasionally for much higher permeability reservoirs when damage 

is significant or when heterogeneities actually separate substantial pore volume that 

could not otherwise be drained 77 . All aspects of well and reservoir must be consid- 

ered, including type and strength of tubulars, formation fluid sensitivity, mechanical 

competence and rock properties of adjacent formations, and quality of cement job (for 

isolation). Very water sensitive formations may still be fracture stimulated with foams 

that carry sand well, contain less liquid, and are recovered rapidly. Special precautions 

must be taken if the zone to be stimulated is near a water-bearing or depleted zone. 
Fracturing is occasionally undertaken when acidization, or some other stimula- 

tion technique, is sufficient. Occasionally, when skin damage due to drilling fluids, 

completion fluids, acid or other stimulation chemicals is so large as to be irreparable, 

hydraulic fracture stimultion is the only feasible method of penetrating the damaged 

region. These types of stimulations give rise to short fralctures, usually less than 

100-600 feet. 

For very low permeability reservoirs, Massive Hydraulic Fractures (MHF) are cre- 

ated by pumping enormous quantities of sand-laden gelled :fluids to create hydraulic 

fractures that may have tip-to-tip lengths in excess of 4000 feet. Costs of such jobs 

can approach the costs of drilling the well, with millions of pounds of sand displaced 

into the fracture created. Dimensionless fracture conductivity ratio, FCD is defined 

as : 

where k ,  and b j  are the permeability and width of the fracture, x j  is fracture half- 

length (well axis to fracture tip), and k is formation permeability. This ratio, Fco, 
must be large to have a substantive, long-term increase in production. For low perme- 

ability formations, the denominator becomes small, and efforts to make high conduc- 

tivity fractures are less important. However, long-term effects of potential proppant 

crushing, imbedment, fines migration, and other damage to ,the fracture must be con- 

sidered. Additionally, long hydraulic fractures have decreased fracture conductivities. 
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Therefore, a maximum effective fracture length may occur due to diminishing fracture 

conductivity: The advantage of very high values of FCD diminishes at values above 

about 50, with significant increases in productivity from 2 to 50. 
A value for FCD of 15 is often used for fracture design because higher values improve 

the productivity of a well marginally under pseudo-steady state flowing conditions. 

However, many low permeability gas wells require years to reitch pseudo-steady state 

and would benefit from conductivity values higher than 15 66 . In fact, problems 

associated with closure stress, long-term degradation of proppant conductivity, and 

fracturing damage may make desired values difficult to obtain 153, 188, 219, 273 . 

2.1.3 Fracture Design 

It is not a purpose of this dissertation to give a detailed discussion of fracture design, 

because this subject is covered extensively in the literature 7, 53, 154, 252, 254 (espe- 

cially see Meng and Brown 185 ). A recent book by Economides and Nolte 77 covers 

the entire topic of reservoir stimulation. 

Aspects of fracture design include: 

0 prediction of well performance for different values of well spacing, fracture length, 

and fracture conductivity, 6,  116, 117 ; 

0 prediction of the width, length, etc. for fracture geometry, 224, 225, 226 ; 

0 selection of propping agents, fluids, chemicals, etc.; 

0 optimization of the fracture design based on economics 1% 185, 2509 251 . 

Optimal fracture design requires forecasting of reservoir performance for a given 

propped fracture geometry, fluid properties, fracture and formation permeability, etc. 

Very low permeability wells generally require long fractures. Moderate permeability 

wells rarely benefit from extremely long fractures and require high fracture conduc- 

tivities to provide a sufficient contrast with the formation. Diminishing returns are 

expected for excess fracture conductivity or length. 
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Constraints imposed by limitations on flow rates, frictional drops in tubulars, and 
operating pressures must also be considered in fracture design. Techniques such as 

NODAL' analysis 35 , 3 6  , 124 can be used to assess these factors. Formation mechan- 

ical strength and other rock properties, along with in situ stress conditions, are also 

important. Without sufficient contrast in rock mechanical properties and/or stresses 

between layers, creation of extremely long propped fractures is impossible due to un- 

contained vertical growth. This is critical since a major fraction of fracture treatment 

cost is related to the horsepower required to pump the fluids and proppant. Design 

improvements using data from 'mini-frac' tests and pressure monitoring during frac- 
turing should improve created and propped length, while avoiding early screenouts (a 

premature end to the hydraulic fracturing treatment associated with excessive treating 

pressures) or uncontrolledovery vertical growth 196 . 
0 ther design considerations include fracturing fluid prclperties such as viscosity 

as a function of shear, temperature and leakoff characteristics. These factors are 

important for proppant placement and fracture extension. €'ad volume (the quantity 

of proppant-less fluid pumped initially) is important since it both creates the fracture 
and cools the formation, enabling the fluid containing the proppant to maintain its 

viscosity better. Excessive pad volumes result in higher than required fracture costs 

and inadequate propped fracture lengths. Pumping rates and treating pressures are 

further design constraints. 

2.2 Determining Fracture Azimuth 

Although the technology for determining fracture azimuth is far from mature, numer- 

ous techniques have been presented. It is important to consider the accuracy and 

costs of these methods, as well as their reliability. For example, a method that can 

only be used in open-hole may require a specially drilled well. Several different types 

of techniques may be required to obtain accurate estimates of fracture azimuth. Eco- 

nomic value of a given level of accuracy is difficult to quantify. After brief discussions 

'A Mark of Schlumberger 
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of these methods, some applications are reviewed. 

2.2.1 Seismic Methods 

The two most common types of seismic body waves are compressional waves and shear 

waves. Compressional waves, or p-waves, are generally usedl in surface seismic data. 

The p-wave motion is in the direction of propagation and, consequently is sensitive 

to the acoustic impedance of the material through which the waves are propagated. 

Shear, or s-waves, move perpendicularly to the direction of :propagation and are sen- 

sitive to the shear strength of the media. The s-wave velocities are approximately 

one-half the p-wave velocity for the same material. 

Velocity anisotropy is the dependency of seismic velocity variations on the direction 

of measurement. Unequal horizontal stresses should cause azimuthal anisotropy in the 

shear waves. Shear waves are thus polarized, with the fastest component travelling 

in the direction of the maximum compressive stress. Historically, seismic exploration 

methods have focused on recording p-waves from explosive or vibrator sources with 

vertically oriented geophones. Polarization of p-waves is neady scalar containing only 

a small fraction of the information carried by the s-waves 58 . Shear wave velocities 

depend both on measurement location and direction of polarization of the shear wave. 

The direction of the principal stress axes then determines the (orientation of the velocity 

with which polarized shear waves will travel. 

Shear Wave Splitting 

Polarization of three component shear waves can provide information about the stress 

distributions of the rock through which they propagate. Knowledge of stress anisotropy 

can lead directly to inference of fracture azimuth. Most discussions of the effects of 

azimuthal anisotropy appear in the earthquake seismology literature and deal only 

with’the simple case of vertical transverse anisotropy with a horizontal symmetry axis 

59 . 
A more general case of azimuthal anisotropy is likely to occur in most oilfield 
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applications 60 . Shear wave splitting (also known as birefringence and double re- 

fraction) is routinely observed in shear wave Vertical Seismic Profiles (VSP). Some 

degree of anisotropy in rock properties is almost universal‘ly observed due to some 

form of oriented structure. Small scale crystal alignment, grain alignment, layering, 

and aligned cracks or micro-fissures are physical reasons for this anisotropy. Even 
a perfectly homogenous rock could have different seismic velocities when subjected 
to stress anisotropies. Small cracks are the most important factor in creating large 

anisotropies. These cracks are usually oriented parallel to the maximum compressive 

stress 20, 194 . Maximum compressive stresses are usually horizontal 122,121, 272 . 
Both natural and induced hydraulic fractures should be vertical and aligned with the 

direction of the compressive stress. 

Vertical Seismic Profiles (VSP) 

Shear waves at  the earth’s surface are distorted by phase, amplitude, and mode 
changes. Surface imposed anomalies complicate analysis of velocity anisotropy in- 

terpretation, perhaps beyond hope for the desired application. It is easier to interpret 

shear waves recorded below the surface. Three-component geophones have been used 

for this purpose 90 . 
Johnston 126 reported on Exxon’s experimental efforts with multiple s-wave po- 

larization surveys in the naturally fractured Austin Chalk formation. Azimuthal 

anisotropy was confirmed by significant velocity contrasts associated with the preferen- 

tial orientation of the natural fractures. That orientation was determined by borehole 

televiewers. 

A typical application to measure shear wave propagation directly would use gyro- 

scopically oriented, three-component geophones. One VSP would use a compressional 

wave vibrator offset between 500-1000 feet from the borehole (for a depth of interest of 

10,000 feet) to suppress the tube wave. A pilot signal sweep in the 8-80 hz bandwidth 
could be used for the compressional wave survey, with a ismall array of surface geo- 

phones to calibrate and orient the geophones. This would allow an accurate velocity 

tie to surface seismic data and give a measure of Poisson’s ,ratio. The other geophones 
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would record orthogonally polarized shear waves; location of these monitoring VSPs 

requires an estimate of in situ stress directions. 

Hardin and Toksoz 109 discussed a technique designed to utilize the tube waves 

generated by seismic p-waves incident on a fracture intersecting a borehole. This 

response is largely due to fluid exchange between the borehole and the fracture with an 

efficiency theoretically related to fracture permeability. They also determine azimuth 

by multiple offset VSP surveys. 

Tri-Axial Borehole Seismic(TABS) 

Dobecki 70 describes a technique in which a tool like a VSI’ monitors microfracture 

events associated with a small hydrofracturing operation. A, seismic tool is clamped 

below the perforations while a fracture treatment is conducted without proppant. 

The tool contains three orthogonally oriented geophones or accelerometers. Downhole 

orientation is determined by detonating explosives in shotholes or other wells, or by 

gyroscopic equipment. Field performance has been successfiil; however, resolution is 

complicated by significant natural fracturing 141 . 
The Fenton Hill ‘Hot Dry Rock’ experiment conducted by Los Alamos National 

Laboratories 9 exhibited substantial microseismic activity in the fairly narrow seam of 

rock enclosing the fracture. Microseismicity continued for several hours after pumping 

had ceased 19 . This permitted mapping fracture azimuth, height and length. Further 

studies showed potential for mapping the fracture by the TABS technique either in the 

fractured well 222 or in a nearby observation well. Sorrells and Mulcahy 235 describe 

further improvements to the TABS technique that incorporate pressure transient data. 

They reported results of eight successful applications and coinclude that the technique 

is commercially viable. 
Wittrisch and Sarda.265 describe a similar tool (Simfralc) that has been used in 

France. Tri-axial accelerometers are incorporated with the horizontal well logging 

technology developed by IFP. Operation is essentially identical to the TABS method. 
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2.2.2 Methods Requiring Cores 

Core methods have many of the same limitations as the direct observation methods. 
Although the importance of in situ stress measurements for azimuth and magnitude 

is widely recognized, numerous difficulties remain 71 . Coring methods are generally 

limited to core lengths of only 30-90 feet. Data scatter, residual stresses, and scale 

dependency obscure interpretation of core data. Accuracy of orientation is generally 

limited to the precision of the orienting tool. Difficulties in orientation techniques 
include core spinning and other translations of the scribe mark, core jamming and 

breakage; and missing pieces. These difficulties can be overcome by using either high 

resolution dipmeters or borehole televiewers or by improved correlations with CAT 
scan or NMR methods 118 . Core determined orientation of fracture azimuth may 

be unduly influenced by local heterogeneities, faults, or structural features. On the 

other hand, multiple tests in a single formation are possible, costs are only marginally 

higher than for conventional coring, and analysis is straightforward. 

Strain Relaxation 

Whole cores can be cut a t  virtually in situ strain conditions, depending on the depths, 

pressures, and rock properties involved. Freshly pulled, cores continue to relax from 

their initial stresses for several hours following recovery. Blanton and Teufel 31, 33, 

32, 242, 245 describe a technique for measuring these relative strains. Three or more 

pairs of sensitive strain gauge transducers are mounted on a solid ring spaced around 

the oriented core, measuring the strain response. Core dehydration is assumed to be 

nondirectional; thermal related strains must be considered. 

Finley and Lorenz 86 discussed the types of core fractures caused by drilling and 

coring operations. Anelastic strain recovery measurements were used to determine the 

maximum horizontal stress direction. Petal and petal-centerline fractures are induced 

ahead of the core bit during drilling and have a strike controlled by a combination of in 

situ stresses and bit torque. The authors suggest that core fracture characteristics can 

be used to compute whether hydraulically induced fractures will parallel or intersect 

natural fractures. 



CHAPTER 2. FRACTURING AND FRACTURE AZIMUTH 19 

Field resylts for strain relaxation report a variety of results. Teufel's 24.4 results on 

a test well near Tulsa, OK gave results agreeing within 10 degrees of values obtained 

from a downhole television camera and a surface tiltmeter survey. Determination of 

stress direction is reasonable for vertical holes, flat-lying bed;s and sedimentary rocks; 

it is also possible to estimate stress magnitude by this technique 255 . This method 

can only be performed at the wellsite and has become less applicable as the following 

techniques have been developed. El Rabaa and Meadows 208 reported on an extension 

of this technique and observed that cores containing natural fractures may yield strain 

relaxation stress directions that are in error by 90 degrees! 

Differential S t ra in  Analysis 

Differential Strain Analysis (DSA) was introduced by Strickland and Ren 239 and 

involves repressuring a sample of oriented core above its initial pressure and recording 

oriented strain data as pressure is reduced. This method has heen reported extensively 
215, 229, 228 and produces results similar to strain relaxation if irreversible changes 

in the rock have not occurred. Cores recovered from abnornlally pressured reservoirs 

are likely to have such irreversibilities. Field tests of DSA show good agreement for 

cores up to a few months old. Cores stored longer than a year gave inconsistent results 
141 . 

Sonic Velocity 

Lacy 141 described a method using other azimuth dependent rock properties. If the 

microcrack model is applicable, sonic waves should be scattered differently depending 

on the core direction. P-waves should be only marginally at1;enuated and scattered in 

a direction parallel to the microcracks, but strongly attenuated and scattered in the 

direction normal to the microcracks. The phase velocities of p-waves should therefore 

be a, minimum in the maximum stress direction. The extent, of the scattering and 

attenuation is largely a function of wave frequency and crack width. 
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Thin sections 

Almost all low permeability, productive reservoirs have some degree of natural frac- 

turing. Thin sections may provide direct evidence of the existence of significant 

anisotropies. Due to the extremely small scale of a core thin section (often smaller 

than the Representative Elementary Volume 21 ), it would be unwise to determine 

azimuth solely from thin sections. 

2.2.3 Direct Observation Methods 

Direct techniques provide virtually indisputable results for determining fracture az- 

imuth when they can be applied. Unfortunately, these methods are often difficult 

to apply and are unduly influenced by local wellbore conditions. Direct observation 

generally requires an open-hole section to be tested and hydraulically fractured. A 
mini-frac in an open hole section may require altering casing setting plans, thus adding 
substantially to costs. Open hole techniques may not even be feasible for a majority of 

wells. Local heterogeneities may influence fracture azimuth and make the value ascer- 

tained from these techniques unreliable. Some field results show significant influences 

from nearby faulting and structurally related effects, especially when the difference 

between the maximum and minimum horizontal stresses is not large. 

B or e h o 1 e Te 1 evi e we r s 

Although television type cameras can be used at shallow depths with clear fluids in the 

hole, most reports of detection of fracture azimuth have been made with the borehole 

acoustic televiewer 25, 1147 20% 201, 241, 264, 268 . This is an ultrasonic tool with a 

high resolution transducer rotating 360 degrees and generating a map of the borehole 

surface from the sonic travel time. The acoustic transducer emits a narrow, focused 

beam with a pulse rate of 1800 times per second. The tool is oriented magnetically 

with an accuracy similar to that of dipmeter tools. Clear and detailed representations 

of the borehole walls can be obtained by this technique. Spalling (borehole ellipticity) 

can be observed and a fairly detailed map of vugs, and natural fractures can be 
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obtained. 

Georgi 92 reported degradation of acoustic televiewer images due to low ampli- 

tude returns. Transducer energy is strongly collimated requiring the acoustic beam 

to be nearly normal to the wall. Eccentricity of the tool and borehole ellipticity can 

produce vertical stripes and loss of information. Stock et a1 237 reported represen- 
tative field application results, and determined the relative magnitudes of Sh and S,. 

The presence of vertical fractures at the well was observed and interpreted as drilling 

induced fractures extending preexisting microcracks. 

The mechanism of wellbore stress-induced breakouts was described by Gough and 

Bell 937 and Zoback 269 . Breakouts are the result of localized shear failure around 

a wellbore due to horizontal compression. The result is spalling on both sides of the 

hole corresponding to the least horizontal stress. Presuming that this stress is less 
than the vertical compressive stress, a hydraulically induced fracture will propagate 

normal to the observed spalls. Zoback and Zoback demonstrated excellent correla- 

tion between the stress-induced spalls and independent measures of stress orientation 

271 . Figure 2.1 is an illustration of their studies of the direction of maximum hori- 

zontal compressive stress on the coterminous United States based on earthquake focal 

mechanisms, in situ stress measurements, wellbore breakouts, and geological studies. 

Barton e t  a l l 8  reported the use of a borehole acoustic televiewer for determining in 

situ stress orientation at the Fenton Geothermal Site in New Mexico. The observations 

of stress-induced breakouts and subsequent analysis yielded a well-resolved orientation 

of the least principal stress. By analyzing the locations of brea’kouts along with the lab- 

measured unconfined rock compressive strength, the authors were able to estimate the 

magnitude of the principal stresses and explain certain observed geological phenomena. 

Figures 2.2 and 2.3 illustrate a typical statistical analysis of the televiewer results2. 
The standard deviation of the observed values of breakout azimuths is eleven degrees. 

Figures 2.4-2.5 illustrate the rock mechanics concepts associated with wellbore 

2Figures 2.2-2.5 are courtesy of C. Barton and M .  D. Zoback of Stanford University 
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Figure 2.1: Direction of Maximum Horizontal Compressive Stress in the United States 
(af ter  Zoback and Zoback) 

spalling and demonstrate how these are utilized in the borehole televiewer log. Fig- 

ure 2.4 shows a simple representation of the stress distribution around the wellbore 
with wellbore spalling (breakouts, ellipticity) in the direction of the minimum horizon- 

tal stress. Hydraulic fractures would initiate normal to this direction, in the direction 
of the maximum horizontal stress. Figure 2.5 shows an actual televiewer log result 

over a 2 meter interval of open hole that has been hydraulically fractured. Note the 

occurrence of a breakout, or spall, orthogonal to the vertical fracture. 

Olsson et  al 199 describes an analogous tool developed in France using radar 

images to detect fracture zones and their images. All previously identified zones and 

new fractured intervals were determined. Orientation was accomplished using multiple 

boreholes. 
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Dipmeters and Other Caliper Logs 

Many four-arm dipmeter logs already exist in a wide variety of locations. If spalling is 

observed continuously over several intervals, dipmeter results may be used to detect 

stress azimuths as well. Unfortunately, it is not always possible to conclude that 

borehole ellipticity, as determined by caliper logs such as the (dipmeter, is in fact due 

to stress-induced wellbore breakouts. Televiewer logs may be analyzed to confirm the 

nature of the breakouts observed by dipmeters. 

Many authors have reported the use of the dipmeter tool either to identify natural 
fractures or to locate potential breakouts 15, 57, 111, 232 . Brown et  a1 36 presented 

results from 50 wells in the East Texas Basin’s relatively deep Cotton Valley formation. 

Only 1% of the observed ‘washouts’ were not in the general direction of the dominant 

N35W/S35E trend observed in the other wells studied. Although the data presented 

are excellent, the paper’s conclusion that hydraulic fractures will be generated in the 

same direction as the wellbore breakouts is incorrect. Figure 2.6 is the map presented 

by Brown et a!. , showing the remarkable degree of similarity across an area of 
several hundred kilometers of East Texas. The arrows at each well location are not 
the direction of the fracture azimuth, but rather the direction of spalling. Induced 

hydraulic fractures will be normal to that direction. Nonetheless, the dipmeter results 

are remarkably consistent over a wide range. 

Figure 2.7 presents a histogram of the borehole elongation azimuths. The distri- 

bution of these azimuths is in a narrow range for a group of (50 wells scattered over a 

large region. The use of borehole televiewers may be required for other areas to clarify 

which borehole elongations are due to spalling. 
Westermark and Scholes 261 used the cement evaluation tool (CET) for open hole 

fracture identification for highly acoustically reflective granodiorite. By combining 

directional survey data, a fracture orientation log was obtained. 
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Direction of Minimum 
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Hydraulic Fractures will 
propagate normal to this direction. 

Figure 2.6: Map Showing Location of Wells and Azimuth of Spalls, after Brown e t  al. 
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For mat ion Micro Scanner 

The Formation Microscanner (FMS tool) is an extension. of dipmeter technology 

which substitutes a dense array of microresistivity devices fo:c those on one arm of the 
dipmeter tool. This array provides a strip image of the wellbore with approximately 

14% coverage of the wellbore 79 . This tool provides detailed spatial resolution in 

addition to conventional dipmeter data. Plumb and Luthi 205 contrasted the relative 

strengths and weaknesses of the FMS and the borehole televiewer. High-resolution 

FMS images are similar in geological information to a core photograph; natural and 

drilling induced fractures can also be spotted. Wellbore breakouts are better identified 

by the televiewer device, 

3A Mark of Schlumberger 
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Impression Packers 

Impression packers such as the Lynes inflatable packer have malleable rubber jackets 

covering metal elements that can be expanded mechanically or hydraulically. Ar- 

bitrary lengths can be obtained and run on the end of tubing, but gaps between 

individual packers can be problematic. This method provides fairly clear estimates 

of a fracture azimuth, height, and aperture in an open hole section. Mechanical dif- 

ficulties are common and applications are generally limited. Another factor to be 

considered for extremely tight reservoirs is that the open hole mini-frac contains no 

proppant and the induced fracture will close. Sometimes this leaves a mark which is 

essentially indistinguishable from gouges, cuts, or preexisting hairline fractures. This 

can be solved by running prefracture packers. 

Fraser and Pettit 87 used impression packers in a well in the Howard Glasscock 

Field in Texas in 1961 to determine fracture azimuth and improve the waterflood 

recovery from that field. Anderson and Stahl 12 used impression packers on three 

fractured wells in the Allegheny Field in New York in the mid-1960’s and found that 

the fracture orientations from well to well did not change very much. 

Charlez et al 40 extended the methodology to using straddle inflatable packers 

surrounding radial displacement transducers. The authors report that a single mini- 

frac test with this tool can yield azimuth, minimum and maximum stresses, and 

certain elastic rock constants. Results reported by Hansen iind Purcell 104 are dis- 

cussed in Section 2.3. They reported moderate success due to the shallow depths 

but, nonetheless had mechanical difficulties and less accura,cy than other methods. 

Similarly, Griffin 94 reported technical problems and high costs associated with this 

tool. 

F’racture Overcoring 

Dan&hy e t  a1 65 presented a technique included in this section because of its direct 

nature, even though coring is involved. In this method, a hydraulic fracture is created 

in the open hole while the well is being drilled. It is assuxried that the fracture w‘ill 

extend below the drilled out section, ‘ahead of the bit’. An oriented whole core is then 
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run to rc:covq fractured, but as yet undrilled section of hole. Although the success 

rate of the method is only about 50 %, the method provides several interesting results. 

A summary of pertinent observations follows: 

0 The ISIP (Instantaneous Shut In Pressure) obtained when pumping is ceased 

is a good measure of the least principal stress. Variations of ISIP of 200-300 

psi during a test or for different tests within a zone were observed. This led the 

authors to observe that stress differences less than this ainount were insignificant. 

0 Essentially no correlation between stress and rock mechanical properties (Young’s 
modulus, Poisson’s ratio, or tensile strength) was observed. 

0 The orientation of the in in situ principal stress remairied constant with depth. 

0 The recovered fracture surfaces were smooth, vertical, and, when the bottom 

of the fracture was recovered, there was no mud penetration into the fracture 

bottom. 

This last observation is consistent with the model of Christianovich and Zheltod3 

2.2.4 Pressure Analysis Methods 

As early as 1960, Elkins and Skov 81 discussed a possible application of pressure 

transient analysis to determine the azimuth of hydraulic fractures. The method they 

proposed was a simple one, and assumed the applicability of the line-source solution in 
an anisotropic reservoir. More sophisticated techniques have been developed; however, 

their applicability has not been widespread in low permeability reservoirs due to the 

long test times and high resolution pressure measurement devices required. 

Interwell Interference 

Pierce e t  al. described a method for determining fracture azimuth and fracture length 

by pulse testing 204 ; however, the work of Uraiet, e t  a1 248 provided the most ap- 

plicable techniques for azimuth determination using pressu:res recorded at the active 
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fractured well. Uraiet considered only uniform flux fractures. An extension by Cinco- 
Ley and Samaniego 47 considered finite conductivity fractures as well. Unambiguous 

determination of fracture azimuth will require two observation .wells located at  other 

than 90 and 180 degrees from the active well. Other complexities associated with this 

technique arise from the heterogeneities in the reservoir. For example, the perme- 

ability variations in the drainage area of a given well being tested are averaged in a 

fashion that is not entirely understood. No current model exists to assess the impact 

of these heterogeneities on interference test determination of fracture azimuth. 

Pierce et a1204 and Abobise and Tiab 2 also extended the practical applications 

of this technique. Unfortunately, the extremely low permeabilities of most candidate 

formations result in the need for both high-resolution (high cost) pressure transducers 

and very long tests. Reservoir heterogeneities, multiple layers, a.nd surface interference 

can make azimuth detection by interference testing unacceptable. The resolution with 

respect to azimuth is also fairly low. Field tests to evaluate fracture azimuth were 
reported by Frohne and Mercer 8% 89 and Sarda 221 . 

Offset Moni tor ing During Fracturing 

It is possible that pressure interference methods could be utilized during the actual 

fracturing of an active well. In such a case, the offset wells would be produced or 

shut-in continuously during the fracture treatment. Analysis would be by extension 

of available techniques. Oliver reported on the pressure transients caused by frachring 
198.  

2.2.5 Other Methods 

Surface Ti l tmeters  

Sensitive tiltmeters are commercially available for the detection of the orientation 

of hydraulic fractures 267, 266 . The sensitivity of the bubble detectors involved is 

such that tilts in the earth's surface of as little as 10 nanoradians can be detected. 

The use of tiltmeters rests on the assumption that a significant amount of the total 
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energy expended in the hydraulic fracturing process deforms the earth’s surface. The 
extremely high sensitivity is required due to the generally small signal-to-noise ratios 

for deeper fracture treatments. Results of moderate depth tests (4700-5500 feet) 

in Colorado and Texas yield direction and approximate created lengths for vertical 

fractures. 

Smith et a1 234 compared tiltmeter and surface electric potential measurements in 

Wattenburg Field in a comprehensive study of azimuth detection techniques. Riccio 

216 reported on the successful use of tiltmeters for very shallow wells with horizontal 

fractures. They assumed that the area and shape enclosed b:y the surface tilt contour 

corresponded to the area and shape of the fracture. The unknown fracture thickness 

was a critical missing parameter in fitting observed tilts to ciilculated fractures. Han- 

son et al 108 studied the theoretical effects of layering on the surface deformation 

caused by fracturing and compared the results of laboratory tests. 

T ida l  S t ra in  

The solid earth tidal strain method was discussed by Hansoii and Owens 108 . It is a 

passive technique to determine azimuth of natural or hydraulically induced fractures 

using either static or observation wells. The data acquisition requirements are not 

excessive and only conventional high resolution pressure monitoring is required. It 
is also possible to develop estimates for total compressibi1it:y and interwell $ct.  Pore 

pressure response to the influence of gravitational forces and barometric pressure load- 

ing can be determined in conjunction with well tests. Advanced spectral analysis and 

correlation analysis are required to extract the tidal response from the pressure record. 

Hanson 106, 107 presented field results along with a theoreI,ical review. 

Regional Geology/Topography 

Regional geology and mapping of faults provides an excellent tool for initial estimation 

of stress anisotropy. Naturally, this requires geological interpretation of the current 

state-of-stress being derived from prior events; however, this has proven applicable 

in numerous comparisons of mapping techniques. When tectonic stresses are large 
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and active, interpretation is complicated. Heavily faulted areas will also be difficult 

to interpret. Nonetheless, the local interpretation of the magnitude and azimuth of 

horizontal stresses must ultimately be resolved to  a geologic interpretation. 

2.3 Field Results 

Many field experiments have been reported in the literature; only the most relevant 
will be mentioned here. Of greatest interest will be those iiivolving and comparing 

several methods and emphasizing the determination of fracture azimuth. 

Griffin 94 reported on an extensive study of the Kuparuk Reservoir in northern 

Alaska with the objectives of optimizing well spacing and loc<ations for waterflooding. 

He reported on seven methods used in a single wellbore; 

0 ellipticity (spalling) as determined from the calipers of dipmeters, 

0 on-site measurement of core relaxation, 

0 laboratory core measurements by DSA, 

0 laboratory core measurements of sonic velocities, 

0 TABS, 

0 impression packers, and 

0 borehole acoustic televiewer results. 

These methods were compared for the individual well and fieldwide DSA data, sonic 

velocity from geophysical methods, and fault and structure mapping. The borehole 

televiewer and TABS techniques yielded the most robust results, subject to certain 

mechanical precautions. All of the core techniques had limitations due to the dif- 

ficulties in obtaining unbroken, oriented cores. On-site corle relaxation method was 

more erratic than the other two methods. Although impression packers were moder- 

ately successful, numerous mechanical problems occurred. Figure 2.8 is a distribution 
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of the predicted fracture orientation directions as determined from the various tests. 

Agreement is not as straightforward as in Fig. 2.6, even among identical methods. 
N 
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- Sonic Velocity 4 H Differential Strain (DSA) 

Figure 2.8: Comparison of Predicted Orientation of Induced Fractures from Ellipticity 
and Core Data, ufler Grifin 

Lacy 141 compared five fracture orientation techniques in fields in Alaska and East 

Texas for wells as deep as 12,000 feet. In addition to TABS and core analysis tech- 

niques, Lacy reports fairly extensively on the use of surface tiltmeter arrays including 

the rather extensive precautions to prevent signal degradation by such influences as 

trees and surface temperature conditions. Useful resolution of the tiltmeter arrays for 

deep, wells required an increased number of sensors oriented in a fashion requiring a 

priori knowledge of the fracture azimuth. 

Smith et ~ 1 . 2 3 4  compared seven fracture azimuth techniques for a shallow well 

Poor results from and reported on significant variations between the techniques. 
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microseismic monitoring suggested the limitations of remote seismic monitoring for 

sedimentary, hydrocarbon-bearing formations. Hansen and Purcell 104 reported on a 

detailed study of the giant shallow South Belridge oilfield in IKern County, CA. In ad- 

dition to the economic interest associated with the steamflood, waterfloods, hydraulic 

fracturing, and other Enhanced Oil Recovery (EOR) potential of this field, this work 
has considerable scientific interest in that it parallels and is located less than 20km 

east of the San Andreas fault. Surface tiltmeters and wellboire breakouts were identi- 

fied as the most reliable methods for determining stress azimuth. The success of the 

tiltmeters was largely due to formation depths of only about 500-1000 m. Impression 

packers and seismic methods had greater scatter. 

Smith 233 reported on the use of surface tiltmeters, surface seismometers, im- 

pression packers, borehole televiewers, rock strength anisotropy measurements, and 
surface electric potential surveys in the relatively shallow Wattenburg Gas Field. Al- 
though not discussed previously, surface electrical potentia.1 has been evaluated by 

several authors, typically in conjunction with other techniques, 152, 110 . Interesting 

conclusions included the observation that unequal fracture lengths in a single well 

were common; fracture azimuth appeared to vary significantly over a relatively small 

region; rock anisotropy is important in controlling fracture azimuth; and borehole 

devices may be misleading in determining fracture azimuth. 

Erickson and Waddell compared hydrologic and tracer tests and borehole acous- 

tic televiewer logs to determine stress directions and permeability anisotropy 82 . 

Evans84 discussed geologic analysis of thirteen oriented cores from the Devonian 

shale. Fractures were correlated with regional stresses and local faulting. Abou-Sayed 

and Pearson 3 reported on four adjacent North Slope oil wells with moderate devia- 

tions. Prefracture tests and subsequent fracture treatments were analyzed to provide 

indications of fracture orientation in deviated wellbores. When the deviated wellbore 

azimuth was near that of the fracture orientation, the fracture was found to sweep the 

entire perforated interval. 

Clark 52 compared ten different methods for detecting maximum horizontal stress 
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direction (an i  thus fracture azimuth) at the Department of Energy’s Multi-Well Ex- 
periment (MWX) site in Colorado. Methods ranged from surface geological obser- 

vations, core techniques, and computer simulations of topographic loads. Standard 

deviation among all methods was surprisingly low. 

Recently, Teufel243 reported on field studies in inclined holes in the North Sea for 

waterflooding and enhanced oil recovery. Tests for eighteen wells that were deviated 

approximately 65 degrees from vertical included anelastic strain recovery from cores. 

Deduced stress azimuths were used to plan the location of injectors and producers 

to optimize flood recoveries. Zoback et al270 compared in situ stress and physical 

property measurements for four shallow core holes and confirmed deeper, regional 

stresses. 

Figure 2.9 compares wellbore breakouts and the orientation of vertical calcite-filled 

fractures in the MWX well 246 . It is obvious that current stake of stress is nearly the 

same as that present when the vertical fractures were created and subsequently filled. 

Figure 2.9: Orientation of Vertical Calcite Filled Fractures from Cores (a) and Well- 
boreBreakouts (b) in the Fluvial Zones of the MWX-1 Well after Tevfel ef al. 

Saksa 220 compared radiometric, electrical, dipmeter and acoustic logs to deter- 

mine geomechanical properties and orientation. They concluded that dipmeter and 
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acoustic logging do well in detecting fractures and their azimuths, while radiometric 

methods have inadequate resolution. Sarda 221 utilized borehole microseismic events 

to  assist in connecting wells with hydraulic fractures. The most difficult aspect of the 
operation was determining fracture azimuth. 

2.4 Chapter Summary 

This chapter has reviewed the fundamentals of hydraulic fracturing including the rea- 

sons for stimulation and fracture design principles. A variety of methods to determine 

hydraulic fracture azimuth were reviewed. These methods range in cost, reliability, 

and required assumptions. Many of the methods are commercially available and are 

in routine use. In the next chapter, flow equations and solutions for hydraulically 

fractured wells will be developed. I t  will be demonstrated tha,t the uniform flux model 

is inadequate for interference testing. Finite conductivity fracture models in Laplace 

space will be developed. 



Chapter 3 

Flow Equations and Solutions 

Performance models for hydraulically fractured wells. Assumptions 
and derivations for uniform flux and finite conductivii!y fractures. Laplace 
transformation of finite conductivity model, advantages of this formulation. 
Evaluation of resulting integrals, inversion procedure, and verification ex- 
amples. 

3.1 Fundamentals 

Fundamental flow equations for Newtonian fluid flow in homogeneous porous media 

and corresponding assumptions are well known 190 . Common assumptions in devel- 

oping the fundamental diffusivity equation include: 

0 flow is radial through the porous media with negligible gravity effects (a two- 

dimensional problem); 

0 the porous medium is homogeneous and isotropic with constant values for thick- 

ness, porosity, and permeability; 

0 fluid viscosity is constant and the total system compressibility is small and con- 

stant; and, 

0 pressure gradients are small everywhere. 

39 
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The diffusivity equation is developed by combining Darcy“s law with conservation 

of mass and the constant composition equation of state. The resulting equation is: 

in one dimensional radial coordinates, it is: 

Numerous solutions for different boundary conditions have been published. Many 

of these were direct analogs to solutions of heat conduction problems due to the 

similarity between the diffusivity equations in temperature and in pressure 39 . Most 

solutions involve the Laplace transform or Fourier transform when the radial form of 

the equation is used. Gringarten popularized the use of Source and Green’s functions 

for solving these problems 97 . Instantaneous Green’s functions have these properties: 

1. They are solutions to the adjoint differential equation, arid represent the response 

to a (fictitious) instantaneous point source of unit strength. 

2. They are symmetrical in space with respect to the point at  which the fictitious 

source is introduced and the point at  which it is evaluaied. 

3. They are delta functions, vanishing a t  all points outside the fictitious source 

boundary and having unit strength at that point. 

4. They satisfy the same boundary conditions as the physical problem, except that 

the Green’s functions are homogeneous. That is, for casles of specified flux at the 

outer boundary of the source, the Green’s function’s normal derivative is zero. 

For a specified pressure, the function itself vanishes. ]For infinite systems, the 

Green’s function vanishes at  infinity. 
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3.2 Derivation For the Dimensionless Pressure Drop 

Due to a Uniform Flux Fracture 

Solutions for hydraulically fractured wells using Green's functions can be obtained 

easily for vertical and horizontal fractures with uniform flux rates per unit area, and 

approximated very closely for infinite conductivity fractures 44, 95, 96 . The uniform 

flux fracture solution does not accurately model flow to a fracture p e r  se, but has been 

shown to be a reasonable model for very high flow capacity hydraulic fractures. Most 
significant differences occur at  early times and are more iinportant to well testing 

problems than to production forecasting. 

To solve for the uniform flux fracture, a horizontal plane source and a vertical slab 

source (both of infinite extent) are combined as in Figures 3.1-3.2. Newman's 195 

product method is used to obtain the source function for their product; the uniform 

flux fracture illustrated in Figure 3.3. The instantaneous source function for the 

infinite horizontal plane source is: 

For the infinite vertical slab source, the instantaneous source function is: 

The intersection for an isotropic medium, (qr = qv = q )  is: 

, 
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Figure 3.1: Vertical Infinite Slab Source 

0 

Figure 3.2: Horizontal Infinite Plane Source 
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Figure 3.3: Combined Sources to Yield Uniform Flux Fracture 

For convenience, dimensionless variables are defined by dividing all of the distances 

by a characteristic distance, in this case, the fracture half-length, zf. Gringarten 

originally used x f  to represent the entire fracture length. 

Dimensionless time is defined as: 

(3.10) 
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The source function can be redefined in terms of the dimensionless time and dis- 

tance variables: 

(3.11) 

(3.12) 

In order to obtain the pressure drop at  any point M in space, integrate the source 

function with respect to time as follows: 

(3.13) 

For the constant rate solution, the total flow rate is the product of the instanta- 

neous source rate per unit area and the height and length of the fracture. 

(3.14) 

(3.15) 

where 7 is a dummy variable of integration. 

3.3 Infinite-Acting Solutions 

The integral (Equation 3.15) can be evaluated at  X D  = 0 arid YD = 0 for an infinite 

reservoir as follows: 

(3.16) 
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This solution has linear behavior a t  early times, such that: 

P D  = d G  (3.17) 

Late-time behavior for a uniform flux fracture in an infinite system becomes iden- 

tical to the solution for constant rate radial flow using an ej€ective well radius. 

(3.18) 
1 
2 

p~ = - [lniDz, + 2.809071 

3.3.1 Analytic Solution 

The integral of Equation 3.15 can be evaluated for the pressure drop at any point 

in an infinite reservoir due to a single uniform flux fracture 248 . The derivation is 

summarized here, starting with Equation 3.15. Substituting in the relation erfc(u) = 

1-erf(u) and rearranging, : 

(3.19) 

These two integrals are identical except for the argument of the complementary 

error function. Therefore, it is only necessary to consider: 

where either: 

(3.20) 

(3.21) 

or : 
x D + 1  

a = -  (3.22) 2 
Since the pressure distribution in the reservoir is symmetric with respect to both 

x and y axes, the integral need only be evaluated for a portion of the region. Two 

specific solutions result for cases with X D  > 1 and X D  < 1 ( a  # 0).  
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Case A I XD 1>1 

In this case, the appropriate integral for evaluation is: 

I = 1/2 p' &exp(%) 

J," exp( - A2 )dX d7D (3.23) '' 
where: 

Q = a / 6  (3.24) 

By interchanging the order of integration and simplifying, wle have: 

where: 
YD P=z (3.26) 

Using the results outlined by Uraiet et al. 248 , the integral may be expressed as: 

For this case, the argument a can be either positive or negakive. For positive values 

of a,  the results of the previous section can be used. A separate solution for negative 
values of a can also be obtained. Final expressions for this region are: 
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where 

C(XD,  YO) = 0 f o r  X D  > 1 

f o r  X D  < 1 C(XD,YD) = -2 nyD 

and : 

C(ZD,YD) = -- f o r  XD = 1 4 

47 

n. 

1 

(3.28) 

(3.29) 

(3.30) 

(3.31) 

(3.32) 

and : 

a1 = YD/(l - 20)  

a 2  = YD/(l  + X D )  

Integrals 3.32-3.33 may be evaluated numerically or through a recursion relationship. 

In this study, the IMSL routine DqDAGS was used. Alternative evaluation techniques 

wourd be to evaluate both dimensionless real space integrals or to use a Laplace space 

solution. 
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3.3.2 Closed Boundary Solutions 

No-flow or constant pressure boundaries a n  be obtained by superposition of the 
pressure drops from more than one well. A simple case has been presented by 

Gringarten 95 and requires the summation of the responses of a double infinite array of 

wells. Simply put, the no-flow boundaries are created by generating the pressure drops 

due to an infinite array of wells on a square grid with the fractures oriented parallel 

to the grid axis. In this arrangement, no-flow boundaries are generated equidistant 

between wells. In a practical sense, the actual number of wells required for the super- 

position is a function of producing time. At  very early times, the well is infinite acting 

and is independent of the other wells in the system. As time increases, the other wells 

have increasing effects. 

To evaluate the integral for the case of equally spaced wells numerically, simply 

evaluate the pressure drop at  (0,O) due to the well and add increasing numbers of offset 

wells until the incremental pressure drop resulting from distant wells is a negligible 
fraction of the total pressure drop. In practice, symmetry considerations substantially 

reduce the number of calculations required. Application of Poisson’s formulation will 

transform this solution from a double infinite sum to the product of two infinite sums 

obtained by Gringarten. Consider a well located at  the origin, and let the indices n 

and m count the number of z and y units which separate the wells. The integral to 

be evaluated is: 

(3.34) 

If the wells are equally spaced but the fractures are oriented at an angle, the 

rotation matrix can be used to recast the wells in a revised; coordinate system with 

all of the fractures parallel with the x-axis. New well locaticlns are as follows: 

(3.35) 
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These values can be substituted into Equation 3.34 to  find the pressure drops as a 

function of 8 and dimensionless time (Equation 3.36). 

[erf (’ :gb)) + e r f  (%?)I d r  (3.36) 

3.3.3 Some Results 

Figure 3.4 gives results for various values of ze/zf ranging froin 1.0 to infinity. Results 

obtained here match those presented by Gringarten et al. 05 . Figure 3.5 gives the 

results for fractures oriented at 45 degrees. Only values of ze/zf of one and two are 

included in this figure since at larger values, the results are nearly the same. 

Vertically Fractured Well in the Center of Cbsed Square 
100 L I I I 1 1 1 1 1  I I I l l l l l  - I I I I 1 1 1 1  

- - - - 
- 

10 = - - - 
P - 
a - 

- 

0.01 0.1 1 10 100 1000 
tDxf 

Figure 3.4: Uniform Flux Vertical Fracture in the Center of a Closed Square 
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Effects of Azimuth for a Fractured Well in the Center of Closed Square 
- - - - - - 
- - 
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I - - -  45 Degrees - 

- - - 

0.1 1 ' I I 1 ' I 1  I I I 1 1 1 1 1  1 I I I 1 1 1 1  I I I I I I l l  I I I I I I I L  

0.01 0.1 1 10 100 1000 
tDxf 

Figure 3.5: Uniform Flux Fracture a t  45" and 0" From the x Axis in a Closed Square 

3.3.4 Rectangular Boundaries 

Figure 3.6 shows the dimensionless pressure drop due to a uniform flux fracture in a 

square, and rectangles of size 2:1, 4:l and 1O:l. Increasing pressure drops occur with 

the increasing aspect ratio of the rectangle. Since all have the same fracture lengths, 

the early time behaviors are identical, i.e., infinite acting. However, additional pressure 

drop occurs early for the high aspect ratio situations and in fact exceeds the linear 

flow pressure drop for the 4:l  case. Since all wells have the :same drainage area, they 

must ultimately reach the same value of dP/dt. Time to reach pseudosteady state is 

increased for the longer rectangles. 

3.4' Anisotropic Case 

A prior assumption was that the hydraulic diffusivity is equal in all directions, Le., 

permeability isotropy. For the case of simple permeability anisotropy, the ratio of 



C H A P T E R  3. FLOW EQUATIONS A N D  SOLUTIONS 

n a 

51 
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Figure 3.6: Pressure Drop Due to a Uniform Flux Fracture in Closed Rectangles with 
Aspect Ratios varying from 1:l to 1O:l 

principle permeabilities is defined as: 

(3.37) 

This ratio is unity for the isotropic case. Large permeabilit,y anisotropies are gener- 

ally aligned with the direction of SH.  With no loss of generality, the principle axes 

of permeability and fracture orientation are assumed to be aligned with the coordi- 

nate system. Permeability anisotropy ratio ( A )  values greater than 1.0 are generally 

anticipated if the stresses which affect the permeability contrast are identical to the 

current stresses controlling fracture azimuth. Values of X greater than 1.0 are generally 

unfavorable. The resultant equation is: 
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3.5 Infinite Conductivity Fractures 

Of the common models of hydraulic fracture performance, a simple model of infinite 

fracture conductivity might intuitively appear best. Conductivity of a propped hy- 

draulic fracture is ordinarily so much greater than that of the formation, that the 

pressure drawdown in the fracture seems negligible compared to the large formation 

pressure drawdown. Effects of finite fracture conductivity are important at  early 

times. At late times, these effects should be essentially a skin effect. However, reach- 

ing pseudos teady  s tate  may take many years for low permeablility reservoirs. 

Mathematical solutions for the single infinite-acting infinite conductivity fracture 

can be obtained approximately a t  the well by using the pressure of a uniform flux 

fracture at  a certain location along the well 95 . However, to solve for a pressure 

at  a location other than the well for an infinite conductivity fracture is difficult. 

Kuchuk 139 , Kuchuk and Brigham 140 , and Papatzacos 200 presented solutions 

using elliptical flow. 

Kuchuk's solution for the constant pressure fracture in Laplace space is: 

(3.39) 

where: a = s/4, s being the time variable in Laplace space, A? are Fourier coeffi- 

cients and functions of q, n = 0,1,. . . , +, 77 are the space coordinates in the elliptical 

coordinate system, and Fekzn(+, -w) ,  cezn(q, -a) are Mathieu functions. From this 

pressure, the changing flow rates and cumulative production corresponding to produc- 

tion at  constant flowing pressure may be obtained. Kuchuk aliso presents the inversion 

of this solution into real space and provides a method of obtaining the pressure drop 

at  any point in space due to a constant well flow rate froin an infinite conductiv- 

ity fracture. This requires the continuous convolution integral to calculate changing 

flowing pressures due to a constant rate. 

Several problems make it difficult to apply these solutions to the interference prob- 

lem: 

1. The solutions are complicated to evaluate. Evaluatioin of certain untabulated 
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Mathieu functions is notoriously complex. Some Mathieu functions are poorly 

convergent; others are infinite series of Bessel functions. 

2. The solutions do not necessarily work for superposition solutions. Uniform flux 

fracture solutions require only Neumann boundary conditions. Superimposing 

another constant flux fracture fracture at another point in space does not neces- 

sarily violate this boundary condition. However, prescribing a constant pressure 

(Dirichlet) inner boundary condition for the infinite conductivity fracture re- 

moves the ability to superimpose other wells rigorously and respect the inner 

boundary conditions. This becomes acute when interference is significant- 

which is exactly the case of interest. 

3. Infinite conductivity models will generally be poor for the long hydraulic fracture 

lengths associated with low permeability gas reservoirs;. Due to these problems, 
a finite difference simulator was used for the heterogeneous reservoir simulations. 

To approximate infinite conductivity fracture behavior in finite difference simula- 

tions, an extremely large fracture permeability was used. It  can be demonstrated that 

dimensionless fracture conductivities greater than about 200 are essentially equivalent 

to infinite conductivity. 

3.6 Extension to Finite Conductivity Wells 

This section presents the finite conductivity fracture pressure and flux calculations and 

the technique used to evaluate the modified Bessel function integrals (3.6.3). Laplace 

space formulations for equations are used, simplifying the problem and increasing 

flexibility of the solution. 
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3.6.1 Derivation of Laplace Transformation Model for Fi- 
nite Conductivity Fractures 

Cinco and Samaniego 48 presented a mathematical model that has become standard 

for evaluating finite conductivity hydraulic models. The basic procedure is a ‘semian- 

alytic’ one in which the hydraulic fracture is modeled with a large number of elements 

(usually 20 to 40 per wing). Each element is modeled as hdaving uniform flux; how- 

ever, flux distribution is not known a priori. Reservoir and fracture flow equations are 

equated along the fracture and the discretized system is solved for wellbore pressure 

and flux distribution. Numerous extensions of the technique have been published. 

Cinco and Meng 50 and van Kruysdijk 249 recently presented formulations in 

Laplace space for finite conductivity fractures. Solving the equations in Laplace space 
has several advantages; viz., 

1. This method is fast using the Stehfest algorithm236 for rapid inversion to real 

space. Previous techniques required discretization in both time and space. 

2. Addition of wellbore skin effect and wellbore storage are easily obtained. Inclu- 

sion of wellbore storage will typically be important for real well testing problems. 

Sandface dimensionless pressure ( p 8 ~ )  is simply conventional dimensionless pres- 
sure plus skin damage effect (S), 

Wellbore storage solutions are obtained by a simple manipulation of the constant 

rate Laplace solution with skin (peD(s ) ) :  

(3.41) 

3.’ By solving in Laplace space, constant pressure solutions for q D  and &D are easily 

obtained. 
(3.42) 
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Cumulative production for constant pressure production is simply 'dimensionless 

flow rate divided by the Laplace space variable (s), as integrating with respect 

to  time is synonymous to division by s. 

4. The pressure derivative group p& term is obtained anallytically. 

5.  Convolution to obtain variable rate solutions is sufficiently rapid that comput- 

erized automatic type-curve regression is possible. 

6. The Laplace space formulation allows immediate solution of transient pressure 

response for naturally fractured cases by substituting the term sf(s) for s in 

the wellbore pressure solution terms that result from the reservoir flow model. 

Here, f(s) will be one of the dual porosity models, typically either: 

0 For transient matrix flow, 

(3.43) 
S 

- A ~ D  is dimensionless fracture area . 
- q m , ~  is dimensionless matrix hydraulic diffusivity. 

- w is the familiar dimensionless fracture storativity. 

0 For pseudosteadystate matrix flow, 

(1 - 4 A . f  
f(s) = w +  (1 - w)s  + A,. 

(3.44) 

- A, is the interporosity flow coefficient. 

0 For homogeneous reservoirs, f(s) = 1.  This is retained in successive 

derivations unless otherwise specified. 

Cinco and Meng presented a formulation that neglected compressible flow in the 

fracture (fracture linear flow). Cinco 50 demonstrated the accuracy of this approxima- 

tion. The van Kruysdijk model included fracture compressible flow. In the following 

derivation, Cinco and Meng's assumption will be incorporated. 
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Fracture flow equations 

Consider a fracture to be a homogeneous slab of uniform porous media with height 
h,  width b j  and half length z j .  Since fracture length is much longer than fracture 

width, fluid influx at the fracture ends (Figure 3.7) may be neglected. Fluid enters the 

fracture faces at a rate q(z , t )  per unit of fracture length (Figure 3.8). Unsteady-state 

Fracture Well bore 
Figure 3.7: Fracture Flow Model for Finite Conductivit 

1 1 1 1 1 1  1 1 1  

r Fra 

1 

t ur 

1 1  

Wellbore Fracture 
Figure 3.8: Reservoir Flow Model for Finite Conductivity Fracture 

flow in the fracture can be described as: 

(3.45) 

with the following initial and boundary conditions: 

(3.46) 
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and 

By neglecting the fracture compressibility term: 

57 

(3.47) 

(3.48) 

(3.49) 

Now, defining dimensionless variable as follows, 

2 
X D  = - 

noting that 

and 

Substitution and cancellation leads to, 

where 

(3.50) 

(3.51) 

(3.52) 

(3.53) 

(3.54) 

(3.55) 

(3.56) 

This equation can be integrated twice to yield the pressure drop between the 

wellbore and any point in the fracture: 

This integration uses the no flux boundary condition a t  the tips, the known value 

of dimensionless pressure at the origin, and the total flux condition to evaluate the 

constants of integration. 
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Reservoir flow equations 

Dimensionless pressure drop at  any point in space due to a plane source of height h ,  
length 2x5 with flux density q j ( x ' ,  t D l f )  is: 

Equating Equations 3.58 and 3.59 for Y D  = 0 and -1 5; X D  5 1 and taking the 

Laplace transform yields: 

(3.59) 

For the Laplace transformation, the following properties are used (reference equa- 

tion numbers from Reference 4 are shown in bold face). 

29.2.1 

29.2.8 

29.3.120 

1 - k2 
2t 4t 

L( - exp -) = K O (  k f i )  

(3.60) 

(3.61) 

(3.62) 

As the fracture is symmetric for the simplest cases, q f D ( x D ,  s) = q j D ( - x D ,  S), and; 
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3.6.2 Discretization and matrix formulation 

The integral involving the KO terms can be integrated for the discretized fluxes as 

described in Section 3.6.3. Discretization into n equal length fracture segments (on 

each fracture half-length) and the approximation of uniform flux over each section 

reduces the double integral of the fluxes to: 

(3.64) 

Subscripts for X D  imply that locations X D ~  are midpoints of the j t h  segment. 

Values for XD, and xD;+1 are at the beginning and end of the ith segment, respectively. 

The combined equation then becomes: 

This constitutes n equations for each fracture segment. Unknowns are n fluxes and 

the wellbore pressure. The remaining equation states that the sum of the fluxes from 

each fracture segment is equal to the well flow rate. Discretized in Laplace space, this 
is : 

This system of equations can be written as: 

(3.66) 

(3.67) 
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A;j terms consist of the following: 

for all i, j 

f o r i  = j 

and, for i > j 

(W2 +- 8 

+ A X ( X D ~  - ; A X )  +- ( A " ) 2  
2 

(3.68) 

(3.69) 

(3.70) 

3.6.3 Integrating the Modified Bessel Function 

Equation 3.65 requires evaluating the integral of 6 I X D ,  - 2' I and 6 I X D ~  + x' 1 
from xD; to x D ; + ~  with respect to 2'. Abramowitz and Stegun 4 provide a closed 
form infinite series for a similar integral as follows: 

11.1.9 

However, the first equation to be integrated is of the form: 

(3.72) 

which can be separated into two integrals and expressed as Jo xD1tl - JtD' of the same 

function. Substituting for the argument of the integral: 

and noting: 
du dx' = -- 
6 (3.74) 
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the integration limits can be altered accordingly. Regardless of relative magnitudes of 

x D j  and x D ; ,  the resultant integral can be expressed as follows: 

(3.75) 

This integral may be combined for both upper and lower values ( x D i  and X D ~ + ~ ) ,  the 

following expression is obtained, after some algebra: 

The second integral is simpler as the term to be integrated is I X D ~  + x' I fi and 

the relative positions of the X D ,  and X D ,  are not critical to the formulation. So, the 
final expression is: 

Handling cases for the relative positions of X D ~  and X D ~  was simplified as more general 

expressions were introduced. 

3.6.4 Inversion Procedure 

Unknowns are solved by inverting the left hand side matrix (Equation 3.67). This 

matrix is represented as A .  z = b where A is the known ( n  -t 1) by ( n  -t 1) coefficient 

matrix, x is the unknown flux distribution vector, and b is the right-hand side vector. 

Matrix inversion is accomplished by computing the LU factorization of the coefficient 

matrix. Factorization fails if the upper triangular part of the factorization has a zero 

diagonal element. Iterative refinement is performed on the solution vector to improve 
accu/racy. The iterative refinement routine is as follows: 

XO = A-'b 
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0 Fori = 1,50 

- r; = Ax;-l - b computed in higher precision 

As matrix A is double precision, special quadruple precision routines are used for 

calculating values of r;.  Machine precision is used for e .  For estimated condition 

numbers greater than l / e ,  a warning is given which indicates near singularity. The 

IMSL subroutine DSLARG was used for matrix solution. The Stehfest algorithm is used 

to invert Laplace transformed variables into real space. 

3.6.5 Verification and Example Results 

So far, this formulation parallels that of Cinco and Meng 50 , except for treatment of 

naturally fissured systems. Tables presented in Cinco and Sarnaniego 48 were matched 
very well, as shown in Figure 3.9 comparing reported values of p , ~  as a function of 

t D t j  for ( k j b j ) ~  = T - 1 0 0 ~  . Pressure derivatives are also plotted for this figure. 
Flux distributions calculated also match data presented by Cinco and Samaniego 

48 . For example, their Figure 5 shows flux distribution at various times along a highly 

conductive vertical fracture ( ( L j b j ) ~  = 1047r). In Figure 3.10, the same concept is il- 
lustrated for ( I c j b j ) ~  = 500. Pressures discussed in this section are wellbore pressures. 

A t  early times, most of the production is from the part of the fracture nearest the 

wellbore, while for values of t ~ ~ j  x 10-4-10-3, flux distribution is essentially uniform. 

At one point in the fracture, the dimensionless flux remains fairly constant. For low 

fracture conductivities, a different series of flux distributions results. Figures 3.11 

and 3.12 illustrate similar flux distributions for values of ( k j b j ) ~  of 107r and 7r respec- 

tively. Stabilized flux distributions have almost all of their influx near the center of 

the fracture at early times, and for ( k j b j ) ~  = T ,  this continues through late times. 

In fact, effective limits to fracture length may be estimated with known values of 

formation permeability and fracture permeability width prodluct. Although arbitrarily 
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I 

.r( s 

.r( 8 
VJ 
G 

long fractures may be created, when ( I c j b j ) D  < 0.1, incremental length provides neg- 

ligible additional flux. Given the potential for excessive vertical height growth, overly 

optimistic fracture design models, and permeability anisotropy, actual hydraulic frac- 

tures obtained in practice frequently indicate much shorter effective lengths than de- 

sign lengths. 

The pressure derivative plotting function is defined as: 

In Laplace space formulation: 

and p ~ ( 0 )  = 0. 

(3.78) 

(3.79) 
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Finite Conductivity Fracture (Fcd=500) Flux Distribiitions 0.01--100 
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Figure 3.10: Flux Distribution at Various Times Along a Highly Conductive (F,D = 
500) Vertical Fracture 

Finite Conductivity Fracture (Fcd=lO) Flux Distributions 0.01--100 
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Figure 3.11: Flux Distribution at  Various Times Along a Moderate Conductivity 
(F,D = 10) Vertical Fracture 
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Finite Conductivitv Fracture (Fcd=Di) Flux Distributions 0.01--100 
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Dimensionless Distance, xD = x / xf 
Figure 3.12: Flux Distribution at Various Times Along a Low Conductivity (F,D 
Vertical Fracture 

= T) 

3.7 Interference results 

Cinco and Samaniego 47 presented an extension of Uraiet et d ’ s  248 calculation of 

interference response at a line source well due to production/injection from a hy- 
draulically fractured well. The Cinco and Samaniego paper solved the problem for 

a finite conductivity well, and demonstrated errors that could result from using the 

uniform flux type curve for low conductivity fractures at the active well. There is neg- 

ligible information a t  the observation well about fracture conductivity, so the active 

well’s fracture length and finite conductivity must be determined a priori,  or at least 

simultaneously with an interference test. 

Laplace space formulation leads to interference pressures more straightforwardly 

than is possible with the original work 47 . When a fracture flux distribution is 

detefmined for any given value of tD,j (;.e., a given number of passes through the 

Stehfest algorithm) and ( I c j b j ) ~ ,  the Laplace transform of t’he pressures a t  any value 

of r D  and 6’ can be determined. Figures 3.13-3.15 are a series of type curves that give 
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pressure response at r D  values of 0.2, 0.5, and 0.8 for a finite conductivity fracture 

with ( k j b j ) D  = 0 . 2 ~  and 8 = 0,15,. . . ,90. Most sensitivity is present for smaller 

values of 8. For r D  > 2.0, virtually no sensitivity is present. ]Response for wells with 

high fracture conductivity approaches infinite conductivity response. 

Pressure Interfemnce Response, r D 4 . 2  due to Fcda.2  pi 
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Dimensionless Time, tDxf 
Figure 3.13: Pressure Interference Response at r D  = 0.2 from a Hydraulically Frac- 
tured Well with ( I c j b j ) ~  = 0 . 2 ~  

For a fractured well with ( k j b j ) D  = 0.2n, pseudoradial flow is present by t D z j / r i  x 

10 as is illustrated in Figure 3.16. In this figure, the isobars are nearly circular. For 

( I c f b j ) ~  = T and values of t ~ = j  = 0.1,l.O) a pressure distribution in space is more 

elliptical as shown in Figures 3.17-3.18. 

3.8 Numerical Simulation 
, 

Numerical simulation is used in this analysis for several reasons, including: 

1. It is desireable to evaluate infinite conductivity fracture and finite flow capacity 

fracture cases for feasibility of detecting effects of azimuth. These techniques can 
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Pressure Interference Response, rD4 .5  due 10 Fcdd.2 pi 
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Figure 3.14: Pressure Interference Response at r D  = 0.5 from a Hydraulically Frac- 
tured Well with ( I c j b f ) D  = 0 . 2 ~  
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Figure 3.15: Pressure Interference Response at rg = 0.8 from a Hydraulically Frac- 
tured Well with ( I c j b j ) ~  = 0 . 2 ~  
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FcD =0.2 pi , tdx f  = 10.00 
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Figure 3.16: Dimensionless Pressure Isobars at t D x f  = 10 due to a Hydraulically 
Fractured Well with ( I c f b f ) D  = 0.27r, t D x f  = 10 
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FcD = pi , tdx f  =- 0.10 
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Figure 3.17: Dimensionless Pressure Isobars at t D s c f  = 0.1 due to a Hydraulically 
Fractured Well with ( k f b j ) ~  = K ,  tDzf = 0.1 
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FcD = pi , tdx f  = 1 . 0  
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Figure 3.18: Dimensionless Pressure Isobars at t D r f  = 1.0 due to a Hydraulically 
Fractured Well with ( C c f b f ) ~  = T ,  tD,f = 1 
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confirm solutions obtained analytically and handle cases for which either there 

is no analytic solution, or solution is so difficult to  evaluate that simulation is 

computationally more efficient. 

2. Effects of formation heterogeneities can be evaluated by flow simulation. It will 

be demonstrated that anisotropies are important in evaluation of well perfor- 

mance. Geostatistical models will be implemented to provide complex distribu- 

tions of permeability that are both heterogeneous and anisotropic. 

3. Analytic solutions for superposition in time can model infill drilling; however, 

variability in rate constraints and a possible need to  include two phase flow 

favors finite difference methods. 

4. Gas flow calculations are simplified, and turbulence mazy be easily handled. 

The Calgary Modelling Group's (CMG) IMEX simulator was used for this prob- 

lem. In the mode utilized (single-phase, slightly coinpressible fluid), results compare 

favorably with analytic solutions. In fact, resultant output will generally be presented 

as dimensionless pressures and flow rates for comparison with analytic results. The 

two azimuth representations used were 0" and 45" with both infinite conductivity and 

uniform flux fractures modeled. Figures 3.19-3.20 are schematic representations of 

grids used for these two cases. For the 0" case, the smallest rectangular symmetry 

case which can be easily modeled is the 1 /4  square that is :re on a side with a xe/2 
fracture. For the 45" case, the corresponding unit is a square f i x ,  on a side with two 

xe/2 fractures at opposite sides of the square. 

3.8.1 Uniform Flux Fractures 

Uniform flux cases were modeled by placing wells in the center of each of the many 
very,narrow grid blocks representing the fracture. Flow ra.te for the constant rate 

cases was allocated uniformly based on block length. Cases i n  which x e / x f  was either 

1 or 2 were evaluated for both angles. Just as in the analytic solutions, virtually no 

difference in wellbore flowing pressures could be noticed for the 0-45" cases. 
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- xe 
Figure 3.19: Representation of Grid Model for 0" case 
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Figure 3.20: Representation of Grid Model for 45" case 
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Effects of Azimuth, Anisotropy 
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Figure 3.21: Comparison of Uniform Flux Fracture Resultis for Different Fracture 
Azimuths 

Figure 3.21 compares two extreme cases of 0-45" fracture azimuths for wellbore 

pressure versus time, giving the same degree of agreement as in the analytic solution. 

Figure 3.22 is a map of isopotentials at pseudosteady state for the uniform flux fracture 

and 0 = 0. 

3.8.2 Infinite Conductivity Fractures 

In order to have truly infinite conductivity, there must be zero pressure drop along 

the fracture. In practice, dimensionless conductivity ratios of well over 10000 resulted 

in maximum pressure drops of less than 2 psi in all cases. For infinite conductivity 

fractures, both constant well rate and constant well flowing pressures are easily repre- 

sented by simulation. Two cases of 0 and 45 degrees were simulated by the symmetric 

methods previously discussed. For graphical representations of pressure distributions, 

the 0" case will show the entire well and its full drainage volume. The 45" case will 

show the well and will be bounded on four corners by one quarter of the diagonal 
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Un i f o rm  Flux Fracture,  45 Degrees 
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Figure 3.22: Isopotential Map at  Pseudosteady State for thle Uniform Flux Fracture 
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offsets. Drainage boundaries in this case are not rectangular and are curved. 

3.8.3 Drainage Patterns 

At early times, well performance for all cases is independent of fracture azimuth. At 

later times, interference between wells increases and differences, if any, will become 

apparent. Figures 3.23-3.25 are a series of pressure distributions for z,/zj = 4/3, 
for a well produced at  constant pressure. Initial reservoir pressure was 5000 psi, and 

initial flowing pressure was 2000 psi. At  t ~ , ,  = 0.079, flow is elliptical, with large 

pressure gradients around each well, corresponding to high flow rates. 

At t o ,  = 1.228, effects of interference have become noticeable at the boundaries 
nearest the fracture tips, but the majority of isobars are still closely spaced near 
the well, with steepest gradients near the fracture tips. A t  t ~ , ,  = 2.67 effects of 

interference are significant, and are felt a t  all of the boundaries. A t  tDI, = 4.363 

reservoir depletion has reached an advanced stage, with much of the reservoir feeling 

boundary effects. Isobars are still more elliptical than circular. 

Drainage patterns for constant rate depletion look different in that the early time 

patterns do not have steep pressure gradients; the near well gradients are constant, 

corresponding to  the constant flow rate. However, the basic pattern of increasing 

interference is the same as in the constant pressure case. For the 45" case, the same 

qualitative behavior can be seen. Figures 3.26-3.30 show early and late time pressure 

distributions about fractures corresponding to z e / z j  values of 1.0 and 2.0 respec- 

tively. Figures 3.26 and 3.27 illustrate results for the early time case. Drainage areas 

associated with nonzero angles are not, in general, rectangular or square in shape. 

3.8.4 Performance Results 

For a well spacing of 2000 feet, the 0 and 45" cases from simulation resulted in virtually 

indis'tinguishable results (Fig. 3.31), just as in the analytic solution for the uniform 

flux, constant rate case. A constant rate infinite conductivity case also showed little 

difference (Fig. 3.32). As z , / x ,  decreases to unity for the 10' case, the separation in 
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Inf in i te  Conduc t iv i t y  F rac tu re ,  Early TIME 
Constant Pressure, xe/xf = 1.625 
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Figure 3.23: Infinite Conductivity Vertical Fracture, Produced at Constant Pressure, 
zCe /z j  = 4/3, Early Time 
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I nf i ni t e  Co nd u ct ivi ty Frac t  u re, 1% f ly TI M E 
Constant Pressure, xe /x f  = 1.625, 45 Degrees 

5655.8 

5090.2 I-’ \____------I 

4524.6 

3959.1 

3393.5 

2827.9 

2262.3 

1696.7 

1131.2 

565.6 

0.0 

1 
I 

1 

0.0 1131.2 2262.3 3393.5 4524.6 5655.8 

Figure 3.24: Infinite Conductivity Vertical Fracture, Produc’ed at Constant Pressure, 
ze/zf = 4/3, Early Time, 45 Degrees 
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f in i te  Conduct iv i ty Fracture,  Middle T ime 
Constant Pressure, xe /x f  = 1.333, 421 Degrees 
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Inf ini te Conduct iv i ty Fracture,  Early Time 
Constant Pressure, xe/xf = 2.0, 45 Deqrees 
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Figure 3.26: Infinite Conductivity Vertical Fracture, Produced at  Constant Pressure, 
z e / x j  = 2, Early Time, 45 Degrees 



C H A P T E R  3. FLOW EQUATIONS A N D  SOLUTIONS 81 

Infinite Conductivity Fracture, Early Time 

Figure 3.27: Infinite Conductivity Vertical Fracture, Produced at Constant Pressure, 
z e / z j  = 2, Early Time, 45 Degrees 
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Inf in i te Conduct iv i ty Fracture,  Middle Time 
Constant Pressure, xe/xf  = 2.0. 45 Dearees 
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Figure 3.28: Infinite Conductivity Vertical Fracture, Produced at  Constant Pressure, 
ze/zj  = 2, Middle Time, 45 Degrees 
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Low Conductivity Fracture,  Early T ime 
Constant Pressure, xe /x f  = 1.0, 45 Degrees 
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Figure 3.29: Low Conductivity Vertical Fracture, Produced at Constant Pressure, 
z C e / x j  = 1, Early Time, 45 Degrees 
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Low Conduct iv i ty Fracture,  Middle T ime 
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Figure 3.30: Low Conductivity Vertical Fracture, Produced at  Constant Pressure, 
x e / x j  = 1, Middle Time, 45 Degrees 
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T H E T A 4  FOR INFINTE CONDUCTIVITY, CONSTANT PRESSURE 
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Figure 3.31: Infinite Conductivity Fracture, z,/zf = 2, Constant Pressure, (Dashed 
line is analytic solution, solid is simulation) 
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Figure 3.32: Infinite Conductivity Fracture, zJzf = 2, Constant Rate 
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the two curves becomes more noticeable for the infinite conductivity case than in the 

uniform flux case. Figures 3.33 and 3.34 compare the ze/zl = 1 cases for 0 and 45 ". 
Initial flow rates for dimensionless times less than about 1.0 for these cases are 

approximately equal to infinite-acting values. For many low permeability wells with 

short fractures, this period could extend for weeks to years. Subsequently, we see a 

range of dimensionless times for which flow rates are as much as 20% greater for the 45" 
case than the 0" case. Longer fractures which are only possible when azimuth is known 

can also improve flow rates; however, economic analysis is required to determine the 

extent to which this is valuable. As a practical matter, it is not technically possible 

to achieve exactly these results, due to the excess unpropped fracture length (created 

length) that could physically interfere with another productive well. 

Dimensionless Time, tDxf (Xf = 2000) 

Figure 3.33: Infinite Conductivity Fracture, x e / x j  = 1, Constant Pressure, (Solid line 
is 0", Dashed is 45") 
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Dimensionless Time, tDxf Xf = 1O00, 
Figure 3.34: Infinite Conductivity Fracture, x e / x j  = 1, Constant Pressure, (Solid line 
is 0", Dashed is 45") 

3.9 Chapter Summary 

Mathematical solutions for uniform flux and finite conductivity fracture flow have been 

developed. An analytic solution to the real space uniform flux model is presented, 

and extended to closed rectangular systems, anisotropic system, and systems with 

varying fracture azimuths. When two hydraulically fractured wells are close to each 

other ( x e / x j  5 4), or when fracture dimensionless conductivity is low, the uniform 

flux model is inaccurate. Finite conductivity fracture flow models are developed in 

Laplace space. Solution methods are detailed. Both solutions are used to analyze areal 

distributions of pressure in closed systems. The finite conductivity model is extended 

to a Laplace space solution for interference from a finite conductivity hydraulically 

fractured well with a line source observation well. Simulation models were described 

which verified the semianalytic solutions. 

The next chapter discusses the interference problem with two hydraulically frac- 

tured wells and develops new Laplace space solutions for several combinations of line 
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source wells, infinite conductivity hydraulically fractured wells, and finite conduc- 

tivity hydraulically fractured wells. Numerous sensitivities for the general problem 

of interference between two finite conductivity hydraulically fractured wells will be 

presented. 



Chapter 4 

Interference and Interaction 

Historical approaches summarized. Laplace space formulations for var- 
ious combinations of fracture models. A general solution for two finite 
conductivity wells. Comparisons with prior solutions. Stability and block 
size requirements. E fec ts  of varying interference test parumeters. Perme- 
ability anisotropy. Constant pressure production at the active well. 

4.1 Historical Approach 

A major application of interference tests is determination of fracture orientation in 

hydraulically fractured wells (;.e., wells intersecting a vertical fracture). Pierce et a!. 

204 described a method for determining fracture azimuth and fracture length using 

pulse testing. This method requires pulse tests before and after the fracture, and 

is not applicable for very low permeability systems or finite conductivity fractures. 

Uraiet et a!. 248 developed a technique for azimuth determination using pressures 

recorded at  an unfractured observation well. This work considered only uniform flux 

fractures; an extension by Cinco-Ley and Samaniego 47 considered finite conductivity 

fract’ures. Neither method works for hydraulically fractured observation wells. Abo- 
bise and Tiab 2 and Ekie et al. 78 also used uniform flux models for interference 

work. Unambiguous determination of fracture azimuth requires two observation wells 

89 
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located at  orientations other than 90 and 180 degrees from the active well. Reservoir 

heterogeneities complicate determination of fracture azimuth from interference tests. 

Permeability variations in the drainage area of a well are averaged in a manner that 

is not understood. No current model exists (to our knowledge) to assess the impact 

of heterogeneities on interference test determination of fracture azimuth. 

Unfortunately, both high-resolution (high cost) pressure transducers and very long 

tests are required for these interference tests because of the extremely low permeability 

of most candidate formations. Reservoir heterogeneities, multiple layers, and surface 

interference can render azimuth detection by interference testing infeasible. Resolution 

with respect to azimuth is also fairly low at angles greater than 45". Field tests used to 

evaluate fracture azimuth were reported by Frohne and Mercer 88389 and Sarda 221 . 
Elkins and Skov 81 , Komar et al. 137,136 , Komar and Shuck 138 , and Locke and 

Sawyer 150 described field experiments that involved contouring pressures at offset 

wells during drawdowns, fracturing operations, and injection. 

Historicallly, most work has used the 'line source' approximation at  the observation 

well. This is not without reason, as numerous interference tests in fields with known 

heterogeneities have resulted in tests that match the classical exponential integral 

solution. The uniform flux model is only reasonable for fairly short fractures, and in 
these cases, the observation well must be very close to the active well to differentiate 

between various fracture azimuths. Extensions to infinite conductivity fracture models 

are unrealistic for low permeability fields of interest, where very long fractures are 

created in order to flow commercial rates. 

4.2 Interference With Two Fractures 

Mousli et al. 187 first addressed the problem of two hydraulically fractured wells. 
This paper extended an important paper by Cinco e t  al. 49 . Cinco's paper solved the 
problem of transient pressure behavior of a well near an incompressible, infinite con- 

ductivity natural fracture. Wells completed in reservoirs with widely spaced natural 

fractures may not actually intercept an individual fracture; however, Cinco's model 
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illustrated how such a well might show naturally fissured behavior or, in some cases, 

behavior like a hydraulically fractured well. This solution also has applications in 

well control operations where a hydraulic fracture from a relief well might pass near 

a blowout. 

Mousli et  al. rearranged this solution to determine pressure at  an infinite conduc- 

tivity well with either a line source well or uniform flux fractured well, as the active 

well. The general procedure for this solution is as follows: 

0 Start with the equation for dimensionless pressure drop (along the fracture due to 

a line source well a t  the origin and a hydraulic fracture: whose center is located 

at  a dimensionless horizontal distance X , D ,  and whose dimensionless vertical 

distance is do (Figure 4 . 1 ) :  

0 The condition of uniform pressure over the fracture [(infinite conductivity) is 

satisfied by dividing the plane source into a number of segments and writing 

a system of equations which discretizes the time and space integrals. System 

unknowns are the n block flow rates at  a given time level. To solve the problem, 

the sum of the fluxes ( e o )  is equal to zero and all of the fracture block pressures 

are identical. 

0 The resultant ( n + n )  matrix is solved for fluxes that are in turn used to calculate 

, observation well pressures. Mousli et al. determined th<at as many as 90 fracture 

blocks would be required to determine fluxes to the desired accuracy. This 

limitation was overcome by using Richardson’s extrapolation technique 217 . . 
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xrn 
Figure 4.1: Interference With a Hydraulically Fractured Observation Well and a Line 
Source Active Well 

4.3 Extension to Finite Conductivity Wells 

This section derives equations for finite conductivity fracture pressure and flux calcu- 

lations. Laplace space formulations of these equations are used to simplify the problem 

and increase solution flexibility. 

4.3.1 Derivation of Laplace Transformation Model for Inter- 

ference Testing with Infinite Conductivity Fractures 

Mousli et al. 187 solved an interference testing problem with an infinite conductivity 

fracture intersecting the observation well, and either a line source or uniform flux 

fracture at  the active well. Their method was an extension of previous work by Cinco 

et al. 49 . In this subsection, a different approach is taken to solve the problem in 

Laplace space. This approach makes it possible to solve the problem of interference 

testing with an infinite conductivity fracture intersecting the observation well and 

constant pressure production from the active well(s). This method is extended to 

interference testing with a finite conductivity hydraulic fracture at the active well. 
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For the fracture flow equation, the assumption of steady state flow in the fracture 

is retained. 

This can also be expressed as a constant pressure condition over the length of the 

fracture, when combined with the infinite conductivity assumption. 

There are two wells in the system under consideration: a line source well located at 

a vertical distance d D ,  and a horizontal distance X,D from the center of the observation 

(infinite conductivity fracture) well. Horizontal distance is considered parallel to the 

hydraulic fracture. Dimensionless pressure drop at  any point in space as a result of 

the combined wells is: 

The first term on the right hand side is the pressure drop due to the fracture fluxes, 

while the second term is the line source response. Note the change of origin to the 

center of the fractured well from Mousliet al. 's 187 formulation. There is no longer 

(necessarily) any symmetry which reduces matrix size. Combining Equations 4.3 and 

4.4 for = 0 and -1 5 X D  5 1 and taking the Laplace transform results in: 

(4.5) 
Thkrequires knowledge of the following Laplace transformation 4 : 

29.3.120 

-k2  I C o ( k f i  
L(-1/2Ea-) = 

4t S 
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The discretized form of the equation is much simpler than for the finite conductivity 

case: 

This constitutes n equations for each of the fracture segments. Unknowns are the 

n fluxes and the wellbore pressure. One remaining equation states that the sum of 

the fluxes from each fracture segment is equal to zero. Discretized in Laplace space, 

this is: 
n 

i = l  

This system of equations can be written as: 

where T D j  is the dimensionless distance between the active well and the center of the 

j th  fracture segment. A;, terms consist of the following: 

for all i, j 

(4.10) 

Unknowns are solved by inverting the matrix on the left hand side of the equation. 
The Stehfest algorithm is used to invert the transformed variables back into real space. 

The matrix Equation 4.9 may be reduced from its current size of ( n  + 1) ( n  + 1) to 

( n  n )  by the techniques described in Appendix B.l.l .  

4.3.2 Some Results 

Mousliet al. 187 reported a sensitivity analysis in order to determine the optimum 

number of fracture blocks. A similar study was conducted for this analysis requiring an 
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additional sensitivity to the number of passes through the Stehfest algorithm n S t e h f e s l .  

Figure 4.2 is a plot of the calculated value of p w ~  as a function of nFracfureBlocks for 

8 = 30" and TD = 4 and t D z f / f & .  The optimum number of blocks is specified as 

when the change in the estimated value of p w ~  is less than 0.5%; for this example, the 

optimum occurs a t  80 blocks. A sensitivity over a wide number of values of tDzf and 

TD indicated a maximum of 90-100 for nFractur&lockr. The flux distributions become 

stable for nFractureElocks > 40. 

Infinite Conductivity Fracture Wellbore Pressure Theta=30 r D a . 4  

s 4 
0 
c Y 

0.38 
a 
M 

II 
ru 

6 W 

n 0.36 
3 a 

0 50 100 
Number of Blocks Used 

Figure 4.2: Wellore Pressure Sensitivity to Number of Fracture Blocks for Infinite 
Conductivity Fracture, 8 = 30°, TD = 0.4 

Results were compared with the published results of Mousli et al. 187 . hlousli 

et al.'s Figures 2-4 illustrate results for values of T D  of 0.4, 1.0, and 2.0, with T D  

defined on the basis of the total fracture length L,, rather than zf as here defined. 

Figures 4.3-4.5 are corresponding figures for values of TD equal to 0.8, 2.0, and 4.0 

using the Laplace formulation. Agreement is good over all ranges. The exponential 

integral solution is also plotted on these figures, illustrating that for tests of less than 

TD = 2.0, hydraulic fracture effects are substantial. Figure 4.6 shows an even closer 
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result for TD = 0.4. 
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Figure 4.3: Pressure Response at the Fractured Observation Well with a Line Source 
Active Well, rD = 0.8 

The next series of figures presents computed flux distributions. These distributions 

are useful in visualizing the interference with the infinite conductivity fracture; flux 

distributions will also be compared to finite conductivity results. Figure 4.7 shows 

the fracture flux distributions for various values of toz j /r& ranging from 0.01 to 100. 

At low values of tD,j,  the calculated value of p , ~  is negligible; however, the flux 

distribution is already taking shape. Flux distributions appear to stabilize for values 

of t ~ , j / r &  > 10. Figure 4.8 shows flux distributions for a fracture with the line 
source active well located at T D  = 0.4 and 0" 5 6' 5 90". A sharp decrease in the 

flux at X D  = 0.4 for the 0" case is slightly anomalous, as it corresponds with the 
line source well intersecting the fracture at that location. Figures 4.9-4.10 represent 

the sensitivities of flux distribution to different values of T D .  The value of TD directly 

affects the dimensionless time scale being used; therefore, both fixed values of to,j/rb 
and t ~ , j  are presented. 
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Pressure Response at the (fractured) Observation Well 
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Figure 4.4: Pressure Response at the Fractured Observation Well with a Line Source 
Active Well, rD = 2.0 

4.3.3 Interference Between a Finite Condluctivity Fracture 

Intersecting the Observation Well and a Line Source 

Active Well 

The Laplace space solution to this previously unsolved problem follows from the com- 

bination of the two previous problems. Interference of the line source well with an 

infinite conductivity fracture had been solved in dimensionless space by Mousli e t  

al. 187 . By solving the coupled problem in Laplace space, several new solutions are 

possible. 

First, the pressure drop in space due to the line source active well and the finite 
conductivity observation well: 
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Figure 4.5: Pressure Response at the Fractured Observation Well with a Line Source 
Active Well, rD = 4.0 

(4.11) 

This is combined with the fracture flow equation for the finite conductivity well. 

Equating the fracture and reservoir equations for Y D  = 10 and -1 5 X D  5 1 and 

taking the Laplace transform results in: 

(4.13) 
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Figure 4.6: Pressure Response at  the Fractured Observation. Well with a Line Source 
Active Well, rD = 0.4 

The discretized combined equation is: 

This constitutes n equations for each of the fracture segments. Unknowns are the n 

fluxes and the wellbore pressures. The remaining equation states that the sum of the 

fluxes from each fracture segment is equal to the well flow rate. Discretized in Laplace 

space, this is: 
n '1 

(4.15) 
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Infinite Conductivity Fracture Flux Distributions Theta=30 r D 4 . 4  
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Figure 4.7: Fracture Flux Sensitivity in Time, Infinite Conductivity Fractures, 6 = 
30°, = 0.4 

Infinite Conductivity Fracture Flux Distributions r D a . 4  
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Figure 4.8: Fracture Flux Sensitivity to 6, Infinite Conductivity Fractures, rD = 0.4 
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Figure 4.9: Fracture Flux Sensitivity to r D ,  fixed t D z r / r $  

1 

0 

I 
-1 -0.5 0 0.5 

Dimensionless Distance, xD = x / xf 

~ 

1 

Figure 4.10: Fracture Flux Sensitivity to rg ,  fixed tD,j 
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The system of equations can be written as: 

A1 1 

A21 

An1 

Ax 

A12 . .. 
A22 ... 

An2 . .. 
Ax Ax 

102 

(4.16) 

A,, terms are identical to those outlined in Section 3.6.2. Matrix solution and nu- 

merical inversion were obtained as described in Section 3.6.4. Some difficulties were 

encountered in the detailed numerical analysis, especially for low fracture conduc- 

tivities and very early times. However, this solution procedure is a more difficult 
method than required to solve the problem, as the reciprocity principle can be in- 

voked to obtain these solutions. Pressure drops at a fractured observation well due 

to an active well are interchangeable when observation and active wells are reversed. 

Figure 4.11 shows the pressure response at any point located at a distance rD from 

a finite conductivity well with ( I c j b j ) D  = l o w .  Individual solid lines are for values 

of theta ranging from 0-90 degrees. Superimposed asterishi are the calculated well 

pressures at a hydraulically fractured observation well due to  production from a line 

source well at rD = 0.6. The exponential integral solution is also shown as a dashed 

line. Results for a low conductivity fracture are compared in Figure 4.11. 

4.4 Interference Between Two Finite Conductiv- 

ity Hydraulically Fractured Wells 

In this section, a solution is generated for the combined interference problem of finite 

conchctivity fractures intersecting both active and observation wells. Formulation is 

for different length fractures with different values of ( I c j b j ) ~ .  

This solution can evaluate behavior of either a line source well or finite conductivity 

hydraulically fractured well located near a natural fracture or another hydraulically 
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Comparison of Interference Responses, F. C. Well/Line Source 
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Figure 4.1 1: Comparison of Interference Responses for a Line Source-Finite Conduc- 
tivity Fracture Pair, ( k j b j ) D  = 1O?r 

fractured well. This method quantifies such impacts and predicts the behavior of a 

hydraulically fractured well in a naturally fractured system with large, widely spaced 

fractures. Primary use of the solution is for the well testing interference problem. 

Appropriate nomenclature is illustrated in Figure 4.12. 

4.4.1 Semianalyt ic Solution 

Fracture flow equations and reservoir equations are written and coupled for each well 

as in previous derivations. However, in this solution, fluxes from both fractures must 

be specified. In Laplace space, the dimensionless pressure drop a t  the active well is: 
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Figure 4.12: Nomenclature for Interference with Two Hydraulically Fractured Wells 

Similarly, for the observation well, 

The equation for the observation well only holds for equal fracture conductivities. 

Modifications for different conductivities and permeability anisotropy will be given in 

Sections 4.4.2 and 4.4.3. If n matrix blocks are used for each fracture half length, the 

above equations constitute 4n equations for 4n + 2 unknowns. For the remaining two 

equations, the flux conditions at each well are incorporated. 

Letting rn = 2n for the total number of fracture blocks, 

for the active well: 
m 

(4.19) 
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for the observation well 
m 

C Q D O  = 0 (4.20) 
i=l 

For the simplified case of equal fracture lengths and equal fracture conductivities, 

the matrix formulation becomes: 

zD1 

ED2 

ZDn 

1 

0 

0 

0 

0 
.21) 

A;j terms and D,, terms arise from the pressure drops at the fractured active and 

observation wells due to the fluxes at each of those wells reslpectively. For the special 

case of xjA = xi0 and ( k j b j ) A  = ( k j b j ) o ,  these two terms vdl  be identical. The B;j 
and C;j terms are the cross terms, which contribute to the effects of the active well 

fluxes on the wellbore pressure at the observation well, and vice versa. 

Although the basic nature of the discretizations are similar to those given in Sec- 

tion 3.6.2, numerous changes are required. A first series of modifications is due to the 

inclusion of the entire fracture length in the solution. This alters the discretization 

of the fracture pressure drop terms as in Equation 3.65-3.67. Both the A and D ma- 

trices must be subdivided into quarters. The i = j terms again require an additional 

(Ax)'/8. In each submatrix,. the upper left and lower right submatrices have addi- 
tional terms consisting of ( A z ) ~ / ~  + Ax(s0j  - iAx). The counters for the ij terms 
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must be kept consistent with the direction of discretization. 

4.4.2 Modifications for Different Fracture Lengths, Con- 
duct ivities 

Distances require scaling when fracture lengths or conductivities are not equal. The 

ratio of the active well's hydraulic fracture length to that of the observation well is 
given as: 

and the relative fracture permeability width product as: 

The ratio of the values of (k,bj)D for the two wells is then: 

(4.22) 

(4.23) 

(4.24) 

Because the origin of the observation well is displaced X,D along the x-direction 

and do  in the y-direction, additional changes to the formulation are also required. 

Solution consistency requires the active and observation wells to be formulated in their 

specific coordinate systems. For example, the integration limits for the A;j terms are 

[-1; 11. Corresponding limits for the D;j terms are [X,D - ~ / A [ A o I ;  X,D + l/A[ao]]. 

A t  early times (large values of s), the cross terms ( B  C) are negligible. The result. 
is infinite acting behavior at the active well and zero pressure drop at the observation 

well. A t  late times, the magnitude of the cross terms approaches that of the main 

diagonal. As in all of the previous matrix representations, the illustrated solution is 

representative in nature. In practice, the order of the matrix can be reduced, in this 

case from (rn + 2) (rn + 2) to m - m. This reduction speeds the matrix inversion and 

redutes storage. Matrix inversion is typically repeated eight times in each time step in 

the Stehfest algorithm numerical Laplace transform inversion. Details of this reduction 

are presented in Appendix B.l.l. Other methods for accelerating the solution, both 

for filling the matrix and inversions, are discussed in Appendix B.1.2-B.1.3. 
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4.4.3 Wects of Azimuth and Spacing 

In this section, a series of figures are used to  summarize solution results. A series of 

figures will give the dimensionless pressure ( P O )  and dimensiolnless pressure derivatives 

( p b )  at the active and observation wells. Dimensionless pressure derivative groups 

are useful for evaluating more subtle characteristics and as a diagnostic tool. These 

derivatives are calculated from the Laplace space solutions dixectly and do not require 

numerical differentiation. 

Dimensionless Time, tDxf 
Figure 4.13: Active Well Solution for r D  = 1, Fco = 7r 

Typically, a group of curves is displayed showing varying fracture azimuths which 

range from 15-90'. As active well responses show small v(ariations due to fracture 

azimuth, only the 15 and 90 degree cases are displayed. Observation well figures show 

responses for each 15 degree increment, except for cases when all of the responses are 

spaced very close together. For the graphs of p~ at the active well, the infinite acting 

solution is also displayed. Active well solutions are plotted as a function of tD,f. 

Invariably, the infinite acting solution overlays the data at  eitrly times. A t  late times, 

the active well interference solutions show varying levels of negative skin. During a 
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Figure 4.14: Observation Well Solution for rg  = 1, Fc, = ?r 
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Figure 4.15: Active Well Solution for r D  = 2, FCD = 7r 
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Observation Well, rD = 1.0, Fcd = pi, Theta = 15,90 
I I 1 I I 1 
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Figure 4.16: Observation Well Solution for r D  = 2, FCD = x 

transition period of varying length, active well pressures and the pressure derivative 
groups fall below the corresponding values for the infinite acting well. During this 

time, interference is most pronounced. 

For the interference wells, the exponential integral is plotted, along with p~ and p b .  
Observation well solutions are plotted as a function of tD , j / r& .  For relatively small 

values of r g ,  and for low values of azimuth, it is clear that the line source solution is 

a poor approximation. As rg increases to values of four and above, all of the azimuth 

solutions collapse to the line source solution. Figures 4.13-4.20 present type curves 

for ( k f b f ) D  = x for values of r g  varying from 0.5-4.0. Figures 4.21-4.28 present type 

curves for ( k j b j ) ~  = lOOx for values of r D  varying from 0.5-4.0. Figures 4.29-4.32 

illustrate results for fixed values of the angle 6 and values of r D  ranging from 0.5-4.0. 

Attempts to collapse these curves further by use of various correlating parameters 

were unsuccessful. However, either early or late time behaviors can be correlated for 

the interference case by use of correlating parameters (Section 4.6). 
Fracture fluxes a t  active and observation wells were different for both high and low 
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Figure 4.17: Active Well Solution for r D  = 4, F C D  = x 

Observation Well, rD = 4.0, Fcd = pi, Theta = 15,90 
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Figure 4.18: Observation Well Solution for rg = 4, FCD = T 
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Figure 4.20: Observation Well Solution for TD = 0.5, FCD = 7r 
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conductivity cases. Figures 4.354.46 illustrate early and late time fluxes at the active 

and observation wells for both high and low fracture conductivity cases and fracture 

azimuths varying from 15-90'. 

Active Well, rD = 1.0. Fcd = 100 Di. Theta = 15.90 

l o r  

0.01 - 
0.001 0.0 1 0.1 1 10 100 1 000 

Dimensionless Time, tDxf 
Figure 4.21: Active well Solution for TD = 1, &D = 1 0 0 ~  

Permeabil i ty  Anisotropy 

Permeability anisotropy can be handled in the semianalytic solution by substitution 

of the series of geometric substitutions found in Section 6.4.4. Approximations for the 

dimensionless fracture conductivity are poor for very low values of conductivity and 

very early times. However, substitutions of the values of and 2; into the definitions 

of p~ and tDzf are, for practical purposes, exact. Solutions for closed boundaries and 

interference tests require only the adjusted geometries. By rescaling axes for and 
z;, identical wellbore dimensionless pressures are obtained. 
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Figure 4.22: Observation Well Solution for r g  = 11, Fco = lOOn 

Active Well, rD = 2.0, Fcd = 100 pi, Theta = 15.90 
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Figure 4.23: Active Well Solution for 7'0 = 2, Fi-g = lOOn 
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Figure 4.24: Observation Well Solution for rg = 21, FCD = lOOn 

4.4.4 Effects of Different Fracture Lengths and Conductiv- 
it ies 

The effect of the fracture length ratio A[AOI is investigated b;y keeping the active well 

at unit length and varying the length of the observation well. Predicted responses for 

0 ranging from 0.5-2.0, 

0 azimuth angles of 15" and go", and 

0 dimensionless conductivities of x and lOOn 

are shown in Figures 4.33 and 4.34. For each of these examples, the relative fracture 

conductivities [ l ~ f b j ] ~ ~  are held constant; this implies changing values for the fracture 

permeability width product. However, this makes no practical difference over the 
range of interest because sensitivity to [k,b,lAo is negligible. Values of A[Aoj for 6' = 0 

and r D  5 1 + A [ , q  were not considered because the two fract.ures would physically 

overlay each other. Low fracture angles in which the two fractures were in close 
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proximity often required increased numbers of fracture blocks for stability. Uniform 
flux over a given fracture block is assumed; fracture blocks were given a mazimum 

size equal to one tenth the distance to the other well, dD. 

Figure 4.25: Active well Solution for r D  = 4, F ~ D  = 1 0 0 ~  

Similarities in these curves make it clear that fracture lengths and conductivities 

for the two wells cannot be determined by a single interference test, and should be 

determined independently for the two wells. This requires tests of sufficiently short 

duration to avoid interference. However, the effect of interference at  the active well 

is not generally large except for small values of 8 and r D .  (:omparing the curves for 

varying values of A [ A q  shows minimal sensitivity for angles greater than 45". Caution 

should be exercised in analyzing tests with large values of 19 due to the difficulty in 

differentiating between these angles. Initial estimates of fracture azimuth (from other 

techniques) should be used to avoid attempting tests large angles. 

A t  late times, the influence of 8 on observation well response decreases and becomes 

negligible for most cases a t  about t D l f / r D 2  > 10. Values of > 4.0 also show minimal 
response to 8 at all times. The effect of finite conductivity itt the observation well is 
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Figure 4.27: Active well Solution for f D  = 0.5, FCo = 1 0 0 ~  
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Figure 4.29: Active Well Solution, 8 = 15, E'co = T 
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Figure 4.30: Observation Well Solution, 6 = 15, Fco = a 
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Figure 4.31: Active Well Solution, 8 = 15, Fco = 100a 
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Figure 4.33: Effect of A[Aol on Observation Well Response, Fco = n,lOO.rr, r~ = 0.8 
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Figure 4.34: Effect of A[AO] on Observation Well Response, Fer;, = x,100n, T D  = 3.0 

minimal, except at extremely early times. Observation well responses show negligible 

differences for varying values of [ Ic jb j lAo.  It is therefore impossible to determine the 
value of FCD for either well from interference testing. The active and observation wells 

value of FCD and xj must be determined by independent, active tests. 

4.4.5 Interference With Two Active Wells 

By altering the previous matrix formulation, the effects of both wells producing can be 

demonstrated. Of interest here is delineating when the fracture interference between 

the wells is of importance. Figures 4.39 and 4.40 compare the performance of two wells 

(0 = 15,90, and r D  = 1) with low dimensionless fracture conductivitie with that of 

two line source wells. By using the effective wellbore radius of the pseudosteady state 

behavior at the line source well, similar results are obtained. Therefore, solutions for 

the finite conductivity hydraulically fractured well in a closed rectangular reservoir 

require only superposition of modified line source image wells. 
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Active, Observation Well Fluxes, rD = 1.0, FcD = pi, Theta = 15 
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Figure 4.35: Active and Observation Well Fluxes at t D x f  == 0.1, F c ~  = w ,  6 = 15, 
f D  = 1.0 
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Figure 4.36: Active and Observation Well Fluxes at t D x f  == 0.1, FCD = w ,  0 = 45, 
7-D = 1.0 
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Active, Observation Well Fluxes, rD = 1.0, FcDl= pi, Theta = 90 
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Figure 4.37: Active and Observation Well Fluxes at tDzf := 10, FCD = R ,  6 = 90, 
r D  = 1.0 

Active, Observation Well Fluxes, rD = 1.0, FcD = pi, Theta = 15 
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Figure 4.38: Active and Observation Well Fluxes at tDzf := 10, FCD = I, 6 = 15, 
rg  = 1.0 
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Interference of Two Active Wells 

0.0 1 
0.00 1 0.0 1 0.1 1 10 100 1000 

Dimensionless Time, tDxf 
Figure 4.39: Active Well With Both Wells Producing, Low Conductivity Fractures 
and Line Source Wells, TD = 1.0, FCD = T ,  8 = 15,90 

4.4.6 Interference With a Constant Pressiure Active Well 

Most interference tests are designed for constant rate behavior at the active well. Low 

permeability reservoirs may require weeks or months to obtain the desired reservoir 

information. In practice, maintaining constant flow rates for low permeability wells 

during that length of time is difficult. It is much easier to maintain constant surface 
flowing pressure. If pressure drops are large ( as is the case folr many low permeability 
wells), bottomhole pressure drops may vary slightly in timie for constant values of 

surface flowing pressures. These variations are typically small for moderate flow rates. 

4.5 Verification Comparisons, Example Problem 

A series of validation runs were used to ensure the applicability of these new solutions 

over a wide range of values. Comparisons with published results for simpler cases and 

with simulation responses have been used. Results were good in all cases. Numerical 

simulation resulted in predicted behavior matching the semianalytical solution for a 
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124 

0.001 0.01 0.1 1 10 100 1000 
Dimensionless Time, tDxf 

Figure 4.40: Active Well With Both Wells Producing, LOIN Conductivity Fract.ures 
and Line Source Wells, rD = 1.0, FCo = n, 8 = 15,90 
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wide range of cases. In Figure 4.47, a low conductivity fracture in a bounded reservoir 

is placed on the type curve solution using the input values of permeability, fracture 

length, z,/zf, etc. The upward bend at late time is due to the closed boundaries; 

however, the agreement is good at  early times. 

The next series of figure illustrate the automated solutioiis using nonlinear regres- 

sion from the commercial software package, AUTOMATE 11. The custom type curve 

feature of this package was used to find a ‘best fit’ to the models provided. The 

input data was simulated using FCD = ?r, 8 = 45, and rI) = 1. Figures 4.48 and 

4.49 are the results of matching the simulated interference data to the line source 

solution. This is the typical method of analyzing interference well tests. The data 

match reasonably well a t  late times, but do not match well a t  early times. Estimated 

reservoir parameters are in error by 10% for permeability and 18% for the 4cth prod- 
uct. No information is obtained about fracture azimuth from this type of analysis. 

Figure 4.41: Active Well With Both Wells Producing, High Conductivity Fractures 
and Line Source Wells, r D  = 1.0, Fco = loon, 6’ = 15,90 

Figure 4.50 shows Mousli et d . ’ s  187 solution for r D  = 1 and 15 5 6’ 5 90. In this 

solution, the active well is a uniform flux fracture, while the observation well has an 
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Interference of Two Active Wells -- 
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Figure 4.42: Active Well With Both Wells Producing, High Conductivity Fractures 
and Line Source Wells, r D  = 1.0, FCD = loon, 0 = 15,90 
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infinite concjuctivity hydraulic fracture. The estimated error associated with the non- 

linear regression is small ( 5 5% for k,8, and +c,h); however,, these parameters are 

in error by 4%, 9%, and 21" respectively. The estimates for permeability and q!qh 
are fairly good. The fracture azimuth estimate by this technique is poor. Varying 

the initial estimated fracture azimuth did not alter the nonlinear regression estimate. 

Figure 4.51 and 4.52 illustrate the results for the model developed in this dissertation. 

Agreement is good, with the estimated values of k, +qh, and 0 in error by 5 1% for 

all three cases. Estimated fracture azimuth was 44.6" and was independent of the 

initial parameter estimates. An additional simulation model with 0 = 15 resulted in 

an estimated fracture azimuth of 18". 

Active, Observation Well Fluxes, rD = 1.0. FcD = 100 Di. Theta = 15 
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Figure 4.43: Active and Observation Well Fluxes at  t D z f  = O.I., FCD = 1007r, 8 = 15, 
?'D = 1.0 

4.6 Early Behavior 

Observation well responses have been plotted as a function of t D z f / r &  where rg  is 

the distance between the wellbores of the active and observation well scaled by the 



CHAPTER 4. INTERFERENCE AND INTERACTION 128 

Active, Observation Well Fluxes, rD = 1.0, FcD = IIOOpi, Theta = 45 
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Figure 4.44: Active and Observation Well Fluxes at t ~ ~ f  = 0.1, FCD = ~ O O T ,  8 = 45, 
rD = 1.0 
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Figure 4.45: Active and Observation Well Fluxes at  t ~ ~ j  = LO, FCD = ~ O O T ,  8 = 90, 
r D  = 1.0 
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Figure 4.46: Active and Observation Well Fluxes at t D z j  = 10, FCD = 1 0 0 ~ ~  8 = 15, 
r D  = 1.0 

active well fracture length. Other plotting functions were investigated for the time 

and pressure axes. None of them were completely succesful in collapsing all of the 

responses. Approximate reductions are obtained for either early or late times. 

Figure 4.53 is the observation well response for TD = 0.8 for 15 5 8 5 90 with the 

dimensionless pressure ( P O )  and dimensionless pressure derivative group (pb) plotted 

as a function of tD , j /T&.  The curves tend to collapse at late times; none of the curves 

matches the E; solution exactly. All derivatives reach a value of 0.5 (corresponding 

with pseudo radial flow) at approximately the same value of toZj / r&.  Figure 4.54 
shows shifted and scaled pressure and time data. Dimensionless pressure is rescaled 

as : 

(4.25) 

where d D  is the vertical distance (normal to the fracture direction) as defined in 

Figure 4.12. Dimensionless time t ~ = j  is divided by d D  rather than by TD.  

This rescaling and reshifting also works for different values of ( k j b j ) ~  and A[Ao]. 

Unfortunately, it is impractical for test analysis since the desired parameter, fracture 
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Figure 4.47: Comparison of Simulated Response With Analytic Results, Fco = T 
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Figure 4.48: Analysis of Simulated Interference Test Using Line Source Solution 
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Figure 4.49: Log-Log Plot of Simulated Interference Test Using Line Source Solution 
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azimuth (e) appears in both axes. However, Figure 4.54 and this shift is relevant 
for test design and understanding. If an estimated azimuth can be obtained a priori 

by another method, the type of plot given as Figure 4.54 indicates a minimum test 

design to differentiate fracture behavior. As an example, for the parameters given in 

Table 4.1, an unacceptably long test may be required. 
Two i n f i n i t e  conductivity fracturas 

10 r I I 'I 
k 9.607 

phi 0.2752 

0 a 

100 

Figure 4.50: Analysis of Simulated Interference Test Using Mousli et al. 's Solution 

Other typical PVT properties were used to calculate dimensionless parameters, 

resulting in an estimated test duration of 350 days to differentiate to within 10% 
of the values of the curves shown for 15 and 45". Considering the effects of reservoir 

heterogeneities, it is unlikely that such tests will be practical for very low permeability 

reservoirs. 

4.7 Chapter Summary 

In this chapter, the topic of pressure interference between two hydraulically fractured 

wells has been discussed. Laplace space models were developed for two problems that 
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Figure 4.51: Analysis of Simulated Interference Test Using Semianalytic Solution 

Table 4.1: Example Design Data 

Thickness 
Gas Gravity 
Porosity 
Flow Rate 
Fracture length 
Fracture Conductivity 
Fracture Azimuth 
Interwell distance 

feet 

% 
Mcf/Day 
feet (both wells) 
Dimensionless 
Degrees 

~ 
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Figure 4.52: Log-Log Plot of Simulated Interference Test Using Semianalytic Solution 
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Figure 4.53: Observation Well Response, r,D = 0.8 

had been previously solved in real space; these are: 

1. interference at  an unfractured well near an infinite conductivity fracture, such 

as a nearby joint, and 

2. observation response at  an infinite conductivity hydraulically fractured well due 

to either an active line source well or a well with a uniform flux fracture. 

Both of these models were extended to finite conductivity fractures. None of these 

models required flux distributions to be calculated a t  more than one well. An addi- 

tional new Laplace space solution was developed for the interaction of two finite con- 

ductivity hydraulically fractured wells, requiring simultaneious solution of the fluxes 
at  both wells. The sensitivity to changing interwell distance and different fracture 

lengths and conductivities was demonstrated. Characteristic behavior of the solution 

was discussed and correlating parameters for early time were introduced. 
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Figure 4.54: Rescaled Pressure Data (p ; )  as a Function of toz j /d&  
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These solutions will be used in Chapter 5 for evaluating the effects of variations 

in fracture azimuth on economic results. They will also be used in Chapter 6 to com- 

pare interference response in heterogeneous reservoirs to the lbehavior of the idealized 

homogeneous case. 



Chapter 5 

Economic Op-bimization 

Presen Historical methodology and its pitfalls. Use of Ne Value crite- 
ria for parametric studies. Typical approximations and economic assump- 

tions. Development of a fracture model for a hydraulically hactumd well 
in an anisotropic closed system. Drainage boundaries are not restricted to 

rectangles. A n  example case. 

Optimization of reservoir development has long been documented as an activity of 

monetary worth, but fraught with risks. When a field is discovered, development pro- 

ceeds at a pace dictated by the relative economic attractiveness of development wells, 

the extent of field delineation, anticipated prices, market for hydrocarbons (especially 

for gas production), competitive force, and regulatory requirements. For gas fields, 

the basic principles of optimizing development were laid down by van Dam 64 in his 

1968 paper. Reserve estimation, reservoir performance, extent of aquifer support, in- 

flow performance, well spacing, tubing performance, and economic calculations remain 

the fundamentals. 

When low permeability gas reservoirs are involved, many of these items are less 

critical, i.e. early drainage by offset wells and strong water drives are not common. 

Initial well spacing is often set by regulatory bodies at fairly wide spacings; however, 

most of these field will ultimately require closer well spacing by future drilling. 

138 
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5.1 Historical Methodology 

Well spacing, hydraulic fracture lengths and conductivities are the chief parameters 
over which an  operator has some control. Fracture lengths and conductivities are 

also large costs with respect to well drilling costs. Results from extremely large hy- 

draulic fracture treatments have encouraged operators to attempt even greater fracture 

lengths. Holditch et a1 115 presented an early paper addressing overt optimization of 

fracture length and well spacing. Holditch et al. combined a fracture simulation pro- 

gram with a simple uniform flux solution, linking the two with an economics model. 

This study did not actually optimize results p e r  se, but restrained well spacings to 

those typically used in fields of interest, e.g. 160, 320, and 640-acres/well. In all of 

these cases, 160-acre fracture lengths extend only to 1320 feet, the maximum obtain- 

able for 8 = 0 in a well in the center of a closed square. Similarly, the 320-acre case 

is limited to z j  = 1867. In several of their curves, net present value (NPV) continues 

to  increase as a function of increasing zf. Knowledge of fracture azimuth and larger 

fracture lengths could enable increased NPV. 
Holditch et al. estimated job costs as nearly linear with volume of fracturing fluid 

pumped. While it is true that materials costs increase linearly with volume, costs 

increase at a higher rate as a function of fracture length. The simplified model used 

by Holditch et al. did not directly include sand transport, fracturing out of zone, etc. 

More sophisticated models represent costs with a power model ralating to fracture 

length 77 , (Equation 5.2). 

Holditch et al. concludes that formation permeability and gas-in-place per acre 

were the most significant factors determining optimum fracture length, and that longer 
fractures and shorter well spacings were dictated by decreasing permeabilities. Unfor- 

tunately, simple transient flow models completely neglect fracture azimuth. Addition- 

ally, optimization results often indicate optimal well spacings either smaller or larger 

than physically reasonable ranges. 

Lemon e t  a1147 used numerical simulation to determine the effects of fracture 

length and azimuth on production. They conclude that fracture azimuth was ‘criti- 

cal’ for spacings below 320-acre; however, they made fairly arbitrary assignments of 
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drainage shapes to determine the effects of fracture azimuth. Their 2:l rectangles 

with a fracture centered in the block parallel to one of the major or minor axes can 

alternatively be interpreted representing the effects of permeability anisotropy. They 

conclude that fracturing normal to the direction of maximum permeability was far 

superior to the other case that is, in fact, the most likely. 

Tison et  a1 247 presented results of a study in the East Texas Cotton Valley 

play in which simulation was used to estimate the performance of infill drilling loca- 

tions. Their study neglected fracture azimuth, basically assuming that it was known; 

however, they approximated results for the best and worst fracture azimuth cases 

with their simulations. They modeled the infill well by arbitrarily imposing a no-flow 

boundary parallel with the fractures and half-way between the wells. One question- 

able conclusion was the importance they attach to static pressure measurements for 

the initial infill wells. It is particularly difficult to measure the initial pressure for 

such wells in low permeability reservoirs 182 and most errors will be in the direction 

of underestimating the initial pressure. For multiple layer reservoirs like the Cotton 

Valley which have different initial pressures and permeabilities by layer, the results 
can be even more difficult to obtain. 

5.1.1 Waterflooding and EOR; Historical Efforts 

Early researchers realized that hydraulic fractures alter flowlines, pressure drops, and 

sweep efficiency in waterfloods. Crawford and Collins 61 studied line drive patterns 

with a potentiometric model showing effects of both azimuth and fracture length. 
Unfavorable azimuths were found to do more harm to recovery than favorable ones 

improve recovery. Dyes et a1 73 used X-ray shadowgraphs for five-spot patterns with 

fractures oriented in the best and worst possible directions at  either the injectors or 

the producers. Hartsock 131 used a similar model to investigate the developed five- 

spot; Hansford 105 and Donohue et a1 72 investigated the cases where all wells were 

fractured in a five-spot pattern. This latter work combined potentiometric models 

with numerical simulation and investigated varying angles for fracture azimuth. Po- 
tentiometric models essentially ‘solve’ the steady-state unit mobility case (where % 
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is zero). For low-permeability cases, the transient flow period may be, a substantial 

fraction of the well's life and dominating economic results. A further limitation of 

these analog studies is their emphasis on sweep efficiency at  breakthrough. 

Donohue et  al reported equipotential distributions and isopotentials which are di- 

rectly comparable to their pseudosteady state counterparts calculated analytically in 

this study. Their conclusion was that for values of x , / x ~ f  greater than about 4.0, frac- 

ture azimuth is relatively unimportant. Their results for calculated and experimental 

isopotentials demonstrate the areal efficiency at  breakthrough as a function of the 

angle of orientation and fracture length. These results show a more dramatic impact 

of fracture azimuth than those obtained for single phase depletion in this study. 

5.2 Value of Knowing Fracture Azimuth 

Sensitivity to errors in fracture azimuth is substantial for certain applications. For 

uniform flux fractures with fracture lengths less than the well spacings, azimuth ap- 
pears to be virtually irrelevant. For finite conductivity wells, interference can be more 

pronounced; however, errors in estimating fracture azimuth of less than 15" have min- 

imal impact, except for interference tests. The economic value of knowing fracture 

azimuth is most pronounced when fracture azimuth is used to select well locations in 

very low permeability or highly anisotropic reservoirs. 

Benefits from large expenditures to determine fracture azimuth for tight gas reser- 

voirs appear to be unjustified. Relatively simple techniques based on borehole eccen- 

tricity measurements from conventional dipmeter logs or acoustic borehole televiewers 

can provide answers to the desired degree of accuracy when stable hole conditions pre- 

vail. All near well methods and many indirect methods fail, for extremely rugose, or 

washed out holes. Large scale geophysical techniques such as TABS, interwell VSP, 
and cross hole tomography may provide valuable reservoir characterization informa- 

tion, or improve fracture mapping capability. However, marginal improvement in az- 

imuth resolution does not necessarily improve reservoir management decisions. Some 

of these efforts are aimed towards finding fracture length arid height; these are likely 
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to yield only the created and not the propped, or effective lengths. 

The value of knowing fracture length increases when considerable flexibility in well 

spacing is available. It is possible to place increased numbers of wells in the direction 

normal to the direction of propagation for the fractures. Numerical examples of this 

value are given in Section 5.4.2. Elbel 80 discussed this approach and provided an 

analytic approximation that depends critically on knowing firacture azimuth. It also 

neglects the relationship of fracture costs to increased lengths, permeability anisotropy, 

and fracture conductivity. The economic procedure developed here includes fracture 

azimuth, permeability anisotropy, and can be coupled to pertinent cost models. 

5.3 Economics 

Forecasts of p~ as a function of tol, immediately translate into pressure responses ver- 
sus time when the appropriate reservoir parameters (permealbility, viscosity, porosity, 

thickness, fracture length, etc.) are specified. For gas wells, the nonlinear behavior of 

the fluid properties requires the introduction of the real gas pseudopressure, S ( p )  5 , 
also known as the real gas potential. It is defined as: 

S ( p )  = J’ g d p  
Pb pz 

Dimensionless variables can be readily redefined to reflect the use of pseudopressure. 

Similarly, constant pressure performance can be obtained by calculating a contin- 

uously varying rate which maintains a constant pressure at the well. This can be done 

either by use of the convolution integral or by taking the Laplace transform of the 

constant rate solution and converting it to a constant pressure solution (Section 3.6.1). 

For a set of reservoir parameters, well spacing, fracture azimuths, permeability 

anisotropies, etc., one can generate a forecast of rate and cuniulative production given 

arbitrary sets of production constraints. Two of the simplest are: 

1. Constant pressure production-Produce whatever the! well will make, subject 

only to a specified flowing bottom hole pressure. This approximates uncurtailed 

field practices with constant surface pressures. 
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2. Curtailed production-Production rates are restricted to a given maximum value 

until the well is no longer able to produce that rate given the well's flowing 

pressure. Subsequently, the well will change to constant pressure production. 

Both production constraints terminate when a minimum flow rate at the final flowing 
surface pressure is obtained. The minimum flowing pressure is determined by line 

pressure and the economic attractiveness of compression. The minimum rate (eco- 

nomic limit) is a function of marginal well operating costs. Field wide minimum rates 

exceed the sum of individual well economic limits. 

Reasons for rate constraints include regulatory requirements such as allowables, 

lack of market, prevention of coning of water, and the presence of moveable fines. 

Mechanical effects which may serve as rate constraints include limited production 

facilities, tubing friction, or critical (sonic) pressure drops in the flow system. 

A flow rate forecast can be translated to net cash flows (NCF) by convolving 

the rates with (escalating) prices, subtracting operating expenses, and discounting. 
After subtracting total initial well costs, a Net Present Value (NPV) of cash flows is 

determined for a specific fracture length and drainage area. 

The NPV per acre and Qr (ultimate recovery) can be determined for any specific 

set of economic and technical parameters. These can be optimized and the optimum 

values correlated. Several economic and timing assumptions are utilized for these 

examples, including: 

0 Cash flows and NPV calculations are done on a before Federal Income Tax 

(BFIT) basis. Operating expenses are presumed to be separable into two types, 

a variable ($/Mcf or $/BOE) and a fixed ($/Month) component. 

0 Well costs are approximated as 

$COST = A + B x ~ "  ( 5 . 2 )  

The value of A is the well cost plus any fixed costs associated with the fracturing 

of the well. B and n are a coefficient and exponent used to estimate fracture 

costs as a function of fracture length, x i  and must be estimated over the range 
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of fracture length in the specific application. The exponent n has a minimum 

value of 1.0 for the case in which fracture length is directly proportional to fluid 

volume. For almost all cases, an increase in total job size does not give a propor- 
tionate increase in propped fracture length. Additionially, larger jobs generally 

require increased pump horsepower. Maximum pump horsepower required is a 

large part of the fracturing cost. In general, values of n will be greater than 

unity. The procedure described by Meng and Brown 185 and in Chapter 8 of 

Economides and Nolte77 provides details of cost/length/conductivity calcula- 

tions. More complex cost models may be used in practice. 

0 Constant wellbore pressure is used as a first approximation for operating con- 

ditions with additional consideration of the sensitivities to critical flow con- 

straints, periods of constant production prior to constant pressure rate decline, 
and constant surface pressure. Effects of ‘turbulence’ and two-phase flow are 

not included in this work. 

0 Effects of permeability anisotropies are investigated both in the analytic so- 

lutions and on optimal well spacing and fracture length. Economic value of 

ascertaining the magnitude of permeability anisotropy is shown to be signifi- 

cant. 

0 Similarly, sensitivities for irregular lengths of boundaries can be obtained. 

0 Economic optimization is also used later in Section 6.4.5 to show the effects on 
optimum well spacing and fracture length for heterogeneous reservoirs. 

5.4 Example Economics 

This subsection is devoted to example calculations which illustrate the process of 

optimization of fracture length as well as well spacing. One example will include the 

effects of knowing fracture azimuth on the optimum NPV. The effects of permeability 

anisotropy are included in the third example. 
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5.4.1 Oqtimizing Spacing and Fracture Le:ngth 

For this example case, the parameters from Table 5.1 are inputs for the optimization 

process. Spacing limitation requirements exist in most states; these rules limit the 

number of wells and allowable production rates as well as the locations. Economic 

optimization will generally result in locations and spacing which is different than a 

priori state regulations. Many of these regulations can be revised; alternatively, eoc- 

nomic optimization can be performed subject to additional constraints. This example 

optimizes both fracture length and well spacing subject to constraints typical for U.S. 
well spacing, i.e. 80, 160,320, and 640-acre alternatives. No rate constraints are used. 

It is assumed that all wells are drilled a t  the same time and that the reservoir is very 

large and homogeneous. 

The procedure is to select a well spacing and fracture length, determine the costs, 

make the production forecast based on constant pressure production, calculate the 
economics and NPV for the case, and then change the fracture length. Starting 

with small fracture lengths, the NPV will increase to a maximum and decrease as 

diminishing returns are obtained for more costly (per foot) fractures. The next spacing 

is then selected. Comparisons are made on the NPV per acre. All negativeNPV values 

indicate uneconomic values. The optimum spacing and fractu;re length are determined 

from the results of these studies. 

Figures 5.1-5.3 show both the total NPV and NPV per acre for Case 1. For 

Figures 5.1 and 5.2, a range of well spacings starting at 40 acres and increasing by 80 
acre increments was used. A range of fracture lengths of 100-900 feet was selected for 

the ‘first pass’ using technical data as shown in Table 5.1. Figure 5.1 is the absolute 

NPV a t  10% for each case, while Fig. 5.2 is the NPVlO per acre. The highest NPV for 

this case was for the 200-acre case at  a fracture length of approximately 300 feet. The 

graph of NPV obviously increases for larger drainage areas, representing the NPV of 

a single well. Maximizing economic value for an entire field requires optimizing NPV 
per acre. 

Further refinements using 10 acre increments result in an optimum value of xj of 

300 feet and well spacing of 160 acres. It is possible to optimize NPVlO with respect 
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Table 5.1: Input Data For Optimization 

TECHNICAL DATA 

Permeability 
Porosity 
Thickness 
Water Saturation 
Initial Pressure 
Flowing Bottom Hole Pressure 
Reservoir Temperature 
Viscosity 
Total Compressibility 
Ratio of k, to k,, 

ECONOMIC DATA 

Discount Rate 
Well Costs (without frac) 
Frac Costs 
Annual Operating Expenses 
Escalation Rates 
Initial Net Gas Price 

Initial Value 

0.1 
10 
30 
30 

5000 
800 
200 

0.02 
0.00014 

1.0 

10 
500,000 
0.8 * X; 

2.5 
5 

1.50 

Units 

md 
% 
feet 
% 
psi 
psi 
"F 
CP 
psi-' 

% 
$ 
$ 
% of capital costs 
% per year 
$ /Mcf 
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Optimization of Frac Length and Well Spacing 
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Figure 5.1: NPVlO for Example Economics Case 
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Figure 5.2: NPVlO/acre for Example Economics Case 
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to well spacing and fracture length to greater detail than in this illustration. However, 

in practice this is generally futile, because: 

1. It is not practical to require well spacings without a tolerance to locations of at 
least 2-5%. In practice, spacing tolerances of 5-10% are the rule. 

2. Estimates of I C ,  6, zf ,  price escalators, etc. are not sufficiently accurate to justify 

finer optimization. 

3. As the NPV per acre reaches a maximum, effects of reservoir heterogeneities, 

constant pressure production and equal start date assumptions, and other eco- 

nomic approximations result in errors which are large compared to the changes 

in NPV/acre over a few acres. 

4. It is not technically feasible to control fracture length to within several tens 

of feet, so optimization with variations smaller than plus or minus fifty feet is 

unnecessary. 

5. Figure 5.3 shows the sensitivity of NPVlO per acre to well spacing for a fixed 

value of fracture length, pointing out how flat the curve is near the maximum. 

5.4.2 Economic Examples - Effect of Azimuth 

The effects of fracture azimuth are essentially negligible for tlhe previous case, because 

the optimum value was a t  z e / z j  > 4. For this case, the atssumptions of Table 5.2 
are used. The permeability has been decreased, while the fracture exponent has been 

lowered, Therefore larger economic values of fracture length are possible. 
Optimization graphs for NPV per acre for two sets of well patterns are given. 

Conventional well spacing is shown in Figure 5.4, while Figure 5.5 illustrates a dif- 

ferent set of well spacings. The corresponding economic optimizations are given in 

Figures 5.6 and 5.7. The optimum fracture length and well spacing have fairly signif- 

icant differences. Optimal fracture length for the 4:l rectangle requires a 65% longer 

fracture and increases NPVlO by 10%. Achieving well spacings for 4:l rectangles as 
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Optimization of Frac Length and Well Spacing 
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Figure 5.3: NPVlO/acre for a Specified Fracture Length 

Figure, 5.4: Conventional Well Spacing 
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Table 5.2: Input Data For Optimization 

TECHNICAL DATA 

I 
Permeability 
Hydrocarbon Porosity 
Thickness 
Water Saturation 
Initial Pressure 
Flowing Bottom Hole Pressure 
Reservoir Temperature 
Viscosity 
Total Compressibility 
Ratio of I C ,  to I C ,  

I DATA 

Discount Rate 
Well Costs (without frac) 
Frac Costs 
Monthly Operating Expenses 
Escalation Rates 
Initial Net Gas Price 

Initial Value 

0.02 
15 
60 
30 

5000 
800 
200 

0.02 
0.00014 

1 .o 

10 
400,000 

9 .  21.7 f 
1700 

5 
1.80 

Units 

md 
% 
feet 
% 
psi 
psi 
"F 
C.P 
psi-' 

% 
$ 
$ 
$ 
96 per year 
$ /Mcf 
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Figure 5.5: Well Spacing Modified Knowing Fracture Azimuth 
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Figure 5.6: Economic Optimization for Conventional Well Spacing 
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Optimization of Frac Length and Well Spacing 
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Figure 5.7: Economic Optimization for Modified Well Spacing 
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shown in Figure 5.5 requires knowing fracture azimuth with a reasonable degree of 

accuracy. For the indicated optimum propped fracture lengths, longer created lengths 

are required. Small errors in estimated lengths will not alter the results significantly, 

since all of the wells should have essentially parallel fractures. Large errors will result 

in much poorer performance. Figure 5.8 and 5.9 show two possible effects of errors 

in fracture azimuth on the modified well spacing. For an error of 45', it is intuitive 

that well performance will be affected; the effect of a 75 O error appears disastrous! 

Figure 5.10 summarizes the impact of an error in knowing fracture azimuth on NPV 
for this example. The design fracture length and well spacing for these cases are those 

derived from Figure 5.7, that is, when azimuth is known. In this case, it can be in- 

ferred that azimuth should be determined to within a range of f 20-30 '. This level 

of accuracy can be obtained by commercially available technology. 

Figure 5.8: Spacing Effects of a 45 ' Error in Fracture Azimuth 

5.4.3 Economic Sensitivity to Permeability Anisotropy 

The information from Table 5.2 is again used; however, a moderate permeability 

anisotropy ( k z / k y  = 20) is used. For the first case, conventional well spacing is again 

used, with a small change in indicated optimum (Figure 5.11). If azimuth is known 
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Figure 5.9: Spacing Effects of a 75 O Error in Fracture Azimuth 
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Figure 5.10: Impacts of Errors in Estimated Fracture Azimuth on Net Present Value 
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with accuracy, larger fracture lengths and further modifications of well spacing are 

possible. When k , /k ,  is large, the effective fracture length is decreased. Overall 

economic profitability is decreased. It is not known a priori whether more or fewer 

wells will be the indicated economic optimum. If azimuth and anisotropy are known, 

various well spacings may be investigated. For this particular set of economic param- 

eters, consider a 1 O : l  rectangle for well spacing. The economic results for this case 

(Figure 5.12) are significantly improved, as the previous case was nearly uneconomic. 

Optimization of Frac Length and Well Spacing, 20: 1 Anisotropy 

\ Optimum Frac Length = 1100 feet 

- Optimum Area = 640 acres 

0 500 lo00 1500 2000 
xf, feet 

Figure 5.1 1: Economic Optimization Results With Permeability Anisotropy 

5.5 Chapter Summary 

A general and flexible economics model was developed in this chapter to calculate 

the net present values of cash'flows associated with production from a hydraulically 
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Optimization of Frac Length and Well Spacing, 20: 1 Anisotropy 
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Figure 5.12: Economic Optimization Results With Permeability Anisotropy, Modified 
Well Spacing 
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fractured we& Any model of q D  as a function of tD,f can be used as input. A series 
of NPV values is calculated for varying fracture lengths and well spacings. Practical 

engineering applications are always economic in nature. Because a wide variety of 

technical and economic variables are involved in real applicat,ions, only example prob- 

lems were used in this chapter. Those problems illustrated that, knowledge of fracture 

azimuth is important as fracture lengths approach well spacing. Knowledge of the 

magnitude and direction of permeability anisotropy is also important. These reservoir 

variables are not typically determined in most low permeability reservoirs. 

The next chapter develops a geostatistical model for spatially correlated variations 

in permeability. This model is used to compare simulated performance of hydrauli- 

cally fractured wells in heterogeneous reservoirs with the mathematical models devel- 

oped for homogeneous models. The types of heterogeneities which make a significant 

impact on performance will be identified, and the economic model developed in this 

chapter will be extended to the heterogeneous systems. 



Chapter 6 

Reservoir Characterization Issues 

Heterogeneity in reservoir variables reviewed. Meihods of handling 

variability in reservoir permeability discussed. Local pe:rmeability anisotropy 
and anisotropies in correlation range. Kriging and conditional simulation 

approaches. Applications for hydraulically fiactuEd utells, economic opti- 

mization, impact on interference testing. 

6.1 Overview 

Optimal development of oil and gas reservoirs requires integration of quantitative 

geological and geophysical analysis with appropriate flow models to assess alternative 

development and completion schemes and their relative economic values. Development 

plans are made early in the life of a reservoir, and may be nearly irreversible. Decisions 

about the type and quantity of reservoir characterization da.ta to be obtained are 

critical. Sparse local conditioning data from logs, cores, and well tests are combined 

with expert interpretation of depositional environments, geophysical surveys, etc. to 

yield an estimate of the spatial distribution of reservoir variables. 

Each new well and survey adds more data of varying quality and cost. Field 

development plans are constructed with a host of simplifying assumptions which may 

not incorporate all available expertise. One method for quantifying this expertise and 

158 
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utilizing it for field development is conditional simulation. This method allows 

improved reservoir development by: 

0 generating equiprobable estimates of spatial distributions of reservoir variables, 

0 indicating where additional reservoir information is most valuable, and 

0 utilizing the whole array of reservoir information, even qualitative, or ‘soft’ in- 

terpretative information. 

Optimization of fracture length and well spacing for low permeability gas reser- 

voirs is used to demonstrate the power of this technique. This is a particularly at- 

tractive problem since it involves few ‘process-related’ risks which may dominate fluid 

displacement problems. Near well permeability is used as local conditioning data. 

Flow performance for gas wells with different fracture lengths is shown to be sensitive 

to geometric anisotropy, correlation length, and overall magnitude of heterogeneity. 

Optimization of fracture length and well spacing therefore depends on appropriate 

characterization of these features. 

Simulation and economic optimization models are combined to illustrate a para- 

metric solution for optimization of fracture length and well spacing as a function of 

various reservoir heterogeneities. Economic value of identifying and characterizing 

these parameters is quantified. 

6.2 Effects of Reservoir Heterogeneities 

One research topic of the Stanford Center for Reservoir Forecasting is optimal develop- 

ment of heterogeneous oil and gas fields. Low permeability reservoirs require hydraulic 
fracturing and are often ‘infill drilled’, with increased well densities to both accelerate 

recovery and increase ultimate recovery. Increased oil recovery from reservoirs being 

waterflooded has been frequently demonstrated; fewer examples of incremental gas 

recovery associated with infill drilling are published182 . 
Incremental gas recovery may be obtained by infill drilling, when permeability vari- 

ations are large. Vertical hydraulic fractures intersect producing wells and are aligned 
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according to current stress states in the field. Typically, these stress directions remain 

fairly constant over distances typical of field sizes. Spatial correlation of permeabil- 

ity and porosity need not be related to  hydraulic fracture direction. Two types of 

heterogeneities in low permeability reservoirs are addressed in this research: 

0 anisotropy in permeability, and 

0 spatial heterogeneities. 

Permeability anisotropy can be related to small scale variations in rock properties as 

a result of microfractures, stress contrasts, deposition, and diagenesis. Microfracturing 

is believed to contribute significantly to total flow capacity in many low permeability 

reservoirs. Regardless of direction of microfractures, maximurn permeability (due to 

in situ stresses) is typically in the direction parallel to the maximum compressive 

stress and the hydraulic fracture. This gives the unfortunate result of the minimum 

permeability feeding into the fracture 180 . 
Spatial heterogeneities arise from complex depositional histories, faulting, rework- 

ing, etc. Variations are most complex in the vertical direction. However, hydraulic 

fractures for most reservoirs below about 1,000 m. are vertical. Variations in vertical 

permeability are smoothed by commingled production into a long ( X  100-750 m.), 

narrow ( X  0.2 cm) fracture. Further work on commingled (multiple layer) heteroge- 

neous systems is appropriate. Fractures have extremely high permeability compared 

to the formation. Fracture permeabilities are typically 10:3-1 O9 times greater than 

formation permeability. 

Areal heterogeneities in Permeability and porosity are more important for hy- 
draulically fractured formations. If correlation range is small compared to hydraulic 
fracture length, spatial correlation should have little affect on well performance. Simi- 

larly, if the level of heterogeneity is small, essentially homogeneous behavior can be ex- 

pected. An effective permeability anisotropy can be created by geometric anisotropies 

in correlation range. Both geometric anisotropy in correlation range and small scale 

permeability anisotropy may be present. 
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6.2.1 Dealing With Heterogeneities 

Virtually every reservoir engineering text contains a discussion of Darcy’s law and 
permeability. Most texts point out that actual petroleum reservoirs are quite hetero- 

geneous, with some giving elaborate descriptions of actual reservoirs and core pho- 

tomicrographs illustrating large and small scale heterogeneities. Nonetheless, each 
author at  some point assumes something to the effect of ‘. . . uniform permeability IC 
everywhere in the reservoir . . . ’ to complete the derivation at hand. An assumption 

that an effective value for permeability can be obtained is cornmon and can be useful 

for many simplified problems. 

There are many practical limitations of this assumption. Difficulties associated 
with assumed homogeneity are most notable in fluid displacement projects. Inter- 

ference and tracer tests can often reveal heterogeneities undetected by single well 

tests. It is widely recognized that reservoir heterogeneities affect oil recovery and well 
performance 38, 11% 143, 180, 238, 2.56, 260 . Stochastic approaches to representing 

heterogeneities have been quite popular 29, 68, 103,142, 1% 231 . Geological literature 

is replete with discussions of heterogeneities. Leblanc 14% 146 presented an extensive 

bibliography of investigations which discussed impacts of environments of deposition 

and subsequent alterations on continuity and properties of sandstone formations. For 

examples of specific discussions of spatial heterogeneities effects on petroleum reser- 

voir performance see Allen11 , Lewis14 , and Sharma227 . An excellent discussion 

of the general problem of estimating numerical grid block permeabilities is given by 

White 262 . 
In many studies, permeability heterogeneities have been demonstrated to be far 

more critical to conditioning flow performance than have heterogeneities in porosity 

(4) or porosity-compressibility product (&) 139 14, 2% 23, 123 . 
Low permeability reservoirs may be more heterogeneous than higher permeabil- 

ity counterparts. Small scale microfracturing is often significant to production and 

extends anisotropically in space. Complex diagenesis, silica overgrowth, and precipi- 

tation in natural fractures are often associated with such systems. 

Typical geological representations of porosity, thickness, etc. result in fairly smooth 
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contour maps (in the absence of large faults and reservoir boundaries). However, maps 

based on widely scattered data points, even if unbiased, rarely represent actual spatial 

variability. Important spatial variations in permeability, thickness, and rock properties 

are critical to fluid flow. Although kriging (for example) can generate a map which 

generates a minimum expected squared error, it fails to account for connectivity of 

extreme values. Kriging was not designed to estimate connectivity of high and low 

values, but rather to  minimize squared estimation errors. 

6.2.2 Some Historical Approaches 

Dykstra-Parsons 

The Dykstra-Parsons 74 approach has its historical significance in attempting to pre- 

dict waterflood performance in the presence of multiple layers. This simple coefficient 

became a popular measure of heterogeneity. Determining this parameter was simple, 

requiring plotting the cumulative density function (cdf) of (typically) core-derived 

values of permeability on log probability paper. VDP is calcul.ated as 

where ICs0%, is the median value of permeability and IC, is the permeability value 

corresponding to a cumulative probability of either 15.9% or 84.1%, i.e., one standard 

deviation from the the median. Assymetric probability density functions (pdf) can 

make the choice of the higher or lower value of the cdf an arbitrary decision. VDp is 
always positive. If the data are log-normally distributed, all points will fall on the 

same straight line. The standard deviation of a log-normal distribution dink is related 

to  VDP by: 

V'p = 1 - exp-ulnk 

The use of core plugs typically results in a severe underestimation of VDp due to 

sampling bias. Fractures and tight streaks are routinely not sampled in such mea- 

surements. Typical core results analyzed from productive reservoirs yield a majority 

of points which do fall on the straight line with departure occurring at low and high 
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permeability values. Unfortunately, it is precisely these values and their spatial con- 

nectivity which condition reservoir flow. 

Effective Permeability 

Methods to estimate effective permeability of heterogeneous media include analytic 

solutions for simple systems such as parallel or series flow of piecewise homogeneous 

systems and more complex approaches for stochastic distributions of permeability. 

Law 144 showed that for reservoirs with log-normal distributions of permeability, 

given mean and variance of the distribution one could predict an effective permeabil- 
ity. Warren and Price 256 showed that geometric mean permeability was a good 

approximation to effective permeability for heterogeneous systems without spatial 

correlation; Le., white noise. Smith and Freeze231 included spatial correlation and 

demonstrated that geometric mean was no longer a satisfactory approximation. Gelhar 

and Axeness 91 and Gutjahr et al. 102 showed approximations for multilog-normally 

distributed single phase flow with isotropic system with smd1 variance. 

Power Averaging 

Jensen et al. 125 presented results which demonstrated that permeability data are 

frequently not simply log-normally distributed. They proposed a power series for 

effective permeability such that (k t )P  is normally distributed where kt  is effective 

permeability and p is an exponent whose range is [-1,1]. This approach was used to 

analyze core permeability data to determine representative values for p .  They reported 

improved correlations of related parameters such as porosit:y when this method was 

used. 

A power averaging method presented by Journel et al. 130 estimates effective 

vertical permeability IC, given a distribution of sand and shales with intrinsic perme- 

abilities IC,, and k s h  respectively. For a given shale fraction, \/sh, vertical permeability 

is estimated as: 
w I J W  = [VShkrh + (1 - Kh)k,,] 

Note that for limiting values of w of -1,O, and 1, harmonic, geometric, and arithmetic 
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means are given. As opposed to Jensen’s approach which correlated core permeabil- 
ity values, Journel et  al. correlated flow simulations for sta.tistically heterogeneous 

systems with varying levels of l&,. This model was extendled by Desbarats 68 for 

shale fractions up to 90%. Deutsch 69,130 extended the work of Desbarats to relate 

simulation block size and statistical anisotropy of the joint plermeabilities. 

6.3 Conditional Simulation 

Kriging is an unbiased minimum error variance estimation technique. In this context, 

it is applied to estimating values (in space) of an incompletely known random variable. 

When two variables are jointly used for estimation, the method is known as cokriging. 

Kriging results in a minimum squared error. Spatial variance of estimated values 

is always less than or equal to the actual variance, resulting in maps which appear 

‘smoother’ than reality. If, for example, a total gas in place resource estimate is 

desired, the kriged map may result in a ‘best’ estimate. However, flow properties are 

highly conditioned by fluctuations in permeability. These fluctuations should not be 

smoothed artificially. 

Conditional simulation is a technique by which estimates of an unknown ran- 

dom variable may be deduced while retaining the heterogeneity (as expressed by the 

expected spatial variance) of the original field and honoring a.11 data points which are 

known precisely. Conditional simulations reproduce the mean and covariance func- 
tion while kriging reproduces only the mean 127 . In this application, unconditional 

simulations are generated using the Turning Bands Method (‘TBM) 128 . Data points 

which are known precisely are used to calculate local error in the unconditional sim- 

ulation. These differences are kriged, with kriged errors being subtracted from the 

unconditional simulation. The result is a simulation which honors conditioning data, 

the input variogram, and maintains appropriate fluctuation patterns. The procedure 

for a conditional simulation of (e. g.) permeability is as follows: 

0 Estimate the permeability field by kriging. 
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0 Genergte an unconditional random field with appropriate mean, variance, and 

covariance. Typical methods include LU decomposition 8, 67 , 'nearest neigh- 

bors', turning bands, and indicator simulations 129 . 

0 Determine the unconditional simulation estimate of permeability at  each point 

corresponding to a known value. 

0 These estimates can then be kriged. Error estimates are the difference between 

kriging of known permeability points and permeability points from the uncon- 

ditional simulation. This error is zero at  the data points. 

0 The unconditional simulation plus the error estimate is the conditional simula- 

tion. The procedure can be repeated as often as desired. The average of many 

conditional simulations will be equivalent to direct kriging from the known val- 

ues. 

6.3.1 Turning Bands Method 

The conditional simulation method used to generate permeability distributions was 

the Turning Bands Method (TBM) in two dimensions as described by Mantoglou and 

Wilson 151 . TBM was presented first by Journel 127 in three dimensions. Basically, 

the method involves transforming a two or three dimensional simulation into the sum 

of a series of one dimensional simulations. A random field with a specific covariance 

function and a zero mean is generated on a line. Points on the field to be simulated are 

projected normally onto the line. The covariance function for desired values, C2(x) 

must be related to that of the radial function, C,(r). This is accomplished either by: 

0 Moving averages and Brooker's formula to obtain a weighting formula, 3 such 

that C 2 ( x )  = . F a  F$. Then, independent random numbers are drawn on each 

line and averaged as the convolution of F and the random numbers. 

0 Using the Hankel transform to create appropriate radial spectral density func- 

tions, 
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Rice’s formula is used with f ( w )  to generate the random field in the desired 

space. The final step is as in the moving average method. 

Some useful radial spectral density functions include the exponential variogram, 

and the Modified Bessel a2 exp-br whose radial spectral density function is 
Function variogram, a2brKl(br) whose radial spectral density function is &T. 2 w b  

A more complete set can be found in Mantoglou and Wilson 151 . 

6.4 Results 

Geostatistical modelling has been used in three areas for this research: 

1. Hydraulically fractured wells in a heterogeneous closed square reservoir. Sensitivity 

to reservoir heterogeneities are shown for a single hydraulically fractured well. 

Initially, completely unconditioned simulations were nin and flow simulations 
conducted with a very high conductivity fracture ( ( k f b j ) ~  M 2000). Realiza- 

tion dependent permeabilities near the fracture made significant effects on well 

performance compared to the overall level of heterogeneity, correlation range, 

and geometric anisotropy. To demonstrate the sensitivity level to those three 

items, conditioning data of low variance and a desired mean were included in 

the near fracture region. This reduced realization dependent variations for a 

specific value of heterogeneity and correlation lengths. 

2. T w o  finite conductivity fractured wells in an ‘infinite’ media. Motivation of this 

effort is comparison with a series of new analytic solutions for interference testing 

of hydraulically fractured wells in simply anisotropic rleservoirs. Although not 

included here, results show when reservoir heterogeneities may be expected to 

influence such interference tests. 

3. Economic optimization of  fracture length and well spacing. Economic optimization 

is performed for fracture length and well spacing for homogeneous and heteroge- 

neous cases. Optimal well spacing for heterogeneous cases is shown to generally 

require closer well spacing and shorter fractures than hornogeneous cases. This is 
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due to a greater number of poorly drained areas in the heterogeneous case which 

do not encounter the hydraulic fracture. However, when substantial geometric 

anisotropies in the correlation range run normal to the hydraulic fracture and 

heterogeneity levels are high, optimal development inldicates fewer wells with 
longer hydraulic fractures. This is due to greater than normal incremental 

recovery associated with increased hydraulic fracture length for this case. 

6.4.1 Methodology 

A 2000 by 2000 square foot grid was subdivided into 68 by 68 blocks. A quarter 
hydraulic fracture was added with the well origin at (0,O) and extending (typically) 

1000 feet for fracture half-length (Figure 6.1). This symmetry treatment is perfect 

for homogeneous media; however, heterogeneities are almost certainly asymmetric. 

Sensitivities with a full scale fracture centered in a 4000 riquare foot grid yielded 

virtually identical results, so only quarter block results are given here. 

Local grid refinement was required near the origin and the fracture tip to match the 

homogeneous solution. Ultimately, a fine grid was included foa all fracture blocks near 

the fracture from the wellbore to five blocks past the fracture tip. Permeability values 

in the fine grid region were homogeneous and selected from conditional simulations 

for the block. Excellent agreement was obtained for both constant rate and constant 

pressure solutions. Very early time constant pressure solutions resulted in very high 

flow rates-a brief constant rate period was used in these tirnes. 

All simulations were done using a small, constant compressibility and constant 

viscosity. Conversion to gas problems requires appropriate time and pressure adjust- 

ments. Output rates and pressures have been converted to dimensionless quantities 

for comparison with analytic solutions. 

6.4.2 Example Realizations 

Figures 6.2-6.7 show a series of greyscale images of typica,l conditional simulation 

runs with varying correlation ranges. All have global means of approximately 10.0. 
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- Area of local grid refinement 

Figure 6.1: Simulation Grid for Heterogeneous Reservoir with a Hydraulically Frac- 
tured Well 
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In order to maintain approximately constant global means, a :series of simulations was 

conducted until the desired mean was obtained. The simulation with correlation range 

of 2.0 approximates white noise (Figure 6.6). Conditioning data were specified near 

the wellbore and the hydraulic fracture. 

Greyscale representations have been selected as being more visually informative 

than contour plots. For comparison, Figure 6.8 is a contour plot of the same informa- 

tion contained in Figure 6.7. 
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Figure 6.2: Conditional Simulation - Correlation Range= 34, Geometric Anisotropy 
= 1.0, a /m = 2.06 
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Figure 6.3: Conditional Simulation - Correlation range= 34. Geometric anisotropy= 
4:1, o /m = 0.87 



CHAPTER 6. RESERVOIR CHARACTERIZATION ISSU,ES 

Range X Y, 176 176 

>::::t::: 
.:.:.:.:::: . .::::::::.:. 

x.: ........... .:.:.>:... 
.:.:.>:.:. 

...... 
......... ........ ......... 

...... ...... ...... ...... 
::.:: 

171 

Standard Deviation = 6.67 

Mean = 9 . n  
Maxlmum =35.19 

Quartlle 3 = 16.21 

Medlan = 8.61 

Quartile 1 = 4.21 

Minlmum = 1.19 
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Range X Y, 17 17 

Figure 6.5: Conditional Simulation -Correlation range= 17, Geometric anisotropy = 
1.0, c / m  = 0.74 
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Figure 6.6: Conditional Simulation -Correlation range= 2, Geometric anisotropy = 
1.0, a / m  = 0.98 
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Figure 6.7: Conditional Simulation -Correla.tion range= 68, Geometric anisotropy = 
4.0, a / m  = 0.66 
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Figure 6.8: Conditional Simulation -Correlation range= 68, Geometric anisotropy = 
4.0, a / m  = 0.66 
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6.4.3 Flow Simulation Results 

Virtually all of the flow simulations based on permeability distributions developed as 
described in Section 6.3 resulted in pressure behavior a t  the wellbore which approxi- 

mated the analytic solution for an infinite conductivity fracture in a closed rectangular 

reservoir. Largest variations in calculated flow rates or pressures were noticed when: 

0 a large anisotropy in the range was present( > 4:1), 

0 the overall level of heterogeneity was large(a/rn > l ) ,  or 

0 the range in the fracture direction was between one-half and two times the 
fracture half-lengt h. 

Naturally, when the overall level of heterogeneity was quite low ( a / m  < 0.2), the cor- 

relation range was unimportant. Spatial correlation is unimportant when variability is 

negligible! Also, very short correlation lengths required higher levels of heterogeneity 

to be noticeably different from the analytic solution. Figure 6.9 compares dimensional 

results of a homogeneous simulation with that of a case with white noise (uncorrelated 

variations) and o / m  = 0.6-1.0. The simulated and analytic cases virtually overlap for 

all realizations. Correlation lengths of less than about one-half of the fracture length 

were only significant for large levels of heterogeneity (o /m > 1). When geometric 

anisotropy was less than about 4:1, the results of the flow simulations varied only 

slightly from the homogeneous case unless the correlation range was approximately 

equal to the fracture length and the heterogeneity level was large. 

The remaining cases for simulation results will display the dimensionless flow rate 

q D  as a function of dimensionless time, t D , f .  This allows simulation results for vary- 

ing means to be normalized and for the generalization of results. Figure 6.10 shows 

the results of three similar cases. For each case, correlation length is 17 blocks, or 

one-half the fracture length and one quarter of the simulation size. All means have 

been normalized; heterogeneity levels range from a / m  =0.9-1.7 . Although the lowest 

value of o/m is closest to the analytic solution, none of the three realizations pic- 

tured varies greatly from the analytic solution. Analyzing the dimensional results of 
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Figure 6.9: Conditional Simulation Results -White Noise, o /m = 0.6-1.0 

these simulations gave estimated fracture lengths and xe/xf estimates within 10 % of 

the input values for the homogeneous cases. As u/m exceeds 2.0, even uncorrelated 
heterogeneities result in large variances in flow behavior. The typical range of perme- 

abilities realized for varying values of a / m  are given in Table 6.1. These values were 

obtained from one specific realization and only indicate general magnitudes. 

Table 6.1: Example Permeability Variations (Log normal pdf) 

However, as a / m  increases, mean permeability is held coiistant, and conditioning 

data near the well are near the mean, very high permeabilities may be concentrated 

in a small area. Much of the area will have permeabilities below the mean, so the 
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specific location of the very high permeability area(s) will mean significant realization 
dependent flow behavior. This will even hold true for white noise if the heterogeneity 

level is high enough. Erratically fractured reservoirs may have very high levels of 

heterogeneity; however, spatial correlation is almost sure to be present in such systems. 

10 
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0.1 

0.01 

Range = 17.0 ANISOT = 1.0 COMPARE THREE CASES 

0.001 0.0 1 0.1 1 10 100 

Dimensionless time, tDxf 
Figure 6.10: Three Flow Simulations With Correlation Range= 17, Varying cr/m 

Figure 6.11 shows two simulations with a /m varying from 0.6-1.0. This correlation 

range is quite long-three times the fracture length. Except when a / m  was greater 

than about 2.0, all flow simulations with very long correlation. lengths were reasonably 

close to the analytic solution. Conventional analysis of these dimensional results gave 

parameter errors ranging from 5-18 %. 
Figure 6.12 shows the combined results of six cases for a correlation length of 

68 blocks, or two times the fracture length. As long as a / m  exceeded about 0.8, 
simulation results tended to vary substantially from the analytic solution for the ho- 

mogeneous case. A substantial variation is defined as either an error of more than 

20 % in calculated fracture length and permeability of the dimensional simulation 

results, or a correlation coefficient between the natural logarithms of q D  as a fundion 
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Range= 176.0 SDEV/M = 0.6- 1.4, 
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Figure 6.11: Two Flow Simulations With Correlation Range= 176, Varying a / m  

of fDzf of less than 0.6 for the simulated case and analytic solutions. 

Figure 6.13 compares four cases with correlation ranges of 68 in the direction of the 

fracture (x) and 34 in the direction normal to the fracture (y). This is referred to as a 

geometric anisotropy of 2.0. Results are identical to those determined for Figure 6.12. 

Small geometric anisotropies have little influence on results. 

A correlation range of 34 blocks appears to be sufficient such that even modest 

heterogeneities can be significant. Figure 6.14 shows five cases without geometric 

anisotropies and a modest range in o/m. Most cases are close to the analytic solu- 

tion; however, the variability is much greater than observed for the short and long 

correlation lengths. Again, small values of anisotropy have little incremental effect 

(Figure 6.15-6.16). However, as the correlation length increases to large levels (10- 

20), most realizations were significantly altered (Figure 6.17-6.18). When the larger 

geometric anisotropies (10,20) are analyzed in a revised coordinate system, effects of 

geometric anisotropy can be reduced (Figure 6.19). The procedure for this renormal- 

ization is summarized in Section 6.4.4. 
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Figure 6.12: Six Flow Simulations With Correlation Range= 68, Varying o /m 
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Figure 6.13: Three Flow Simulations With Correlation Range= 68, Small Geometric 
Anisotropy 
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Figure 6.14: Five Flow Simulations With Correlation Range= 34, Varying a / m  
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Figure 6.15: Flow Simulations With Correlation Range=34, Geometric Anisotropy=2 
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Figure 6.16: Flow Simulations With Correlation Range= 34, Geometric Anisotropy=4 
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Figure 6.1 7: Flow Simulations With Correlation Range= 34, Geometric 
Anisotropy= 10 
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Figure 6.18: Flow Simulations With Correlation Range= 34, Correlation Range= 20 
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Figure 6.19: Flow Simulations With Correlation Range= 34, Geometric Correction 
for Correlation Range 
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Pressure Distributions 

Even when wellbore pressures for heterogeneous cases are cl.ose to the analytic solu- 

tion, pressure distributions in the formation vary significantly from one solution to the 

next. Figures 6.20 and 6.21 show pressure variations for two realizations. Figure 6.20 
has a short correlation length and large values of o/m. This case demonstrates lit- 

tle variability in space from the analytic solutions due to  poor spatial correlation 

(1/8 z j ) .  Figure 6.21 has a corrleation length equal to the fracture length and large 

heterogeneities (o /m = 2). Figure 6.22 shows a perspective view of the same data. 

The variations from the homogenous case are significant. Figure 6.23 shows a se- 

ries of pressure distributions for a correlation length equal to the fracture length and 

o/m = 1.0. In these figures, the shape of the pressure distributions in time are not 

simply elliptical. 

Figures 6.24 and 6.25 give early and late time pressure contours for a homogeneous 

simulation, These can be compared with corresponding time pressure distributions for 

a moderate correlation length and a relatively low level of heterogeneity in Figures 6.26 
and 6.27. Even modest levels of correlated heterogeneities result in severe alterations 

of drainage patterns. 

6.4.4 Combined Anisotropies 

Permeability anisotropies are common in low permeability reservoirs. Generally unfa- 

vorable results are associated with such anisotropies. Causes for permeability anisotropies 

are many, and have been reported on extensively 10, 259 . These include: 

0 depositional variations in grain sizes and subsequent reorientation, 

0 natural fractures which are dominantly oriented in one direction, and 

0 the current stress anisotropy which can cause minor permeability anisotropies 

without natural fractures, or larger anisotropies when the microfractures are 

opened preferentially parallel with the direction of maximum horizontal stress. 
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6.20: Contour Plot of Pressure Distribution for Short Scale Correlation 
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Figure 6.21: Contour Plot of Pressure Distribution for Medi.urn Scale Correlation and 
a / m  = 2 
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Figure 6.22: Perspective Plot of Pressure Distribution for Medium Scale Correlation 
and a / m  = 2 
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Pressure Distributions 
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Figure 6.23: Greyscale Plot of Pressure Distribution for Moderate Scale Correlation 
and a/m = 1 
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Figure 6.24: Early Time Pressure Distributions for Homogeneous Reservoir, z, /z j  = 2 
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Figure 6.25: Late Time Pressure Distributions for Homogenems Reservoir, z e / x j  = 2 
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Figure 6.26: Early Time Pressure Distributions for Correlation Length=zj, a / m  = 
0.5, X J X ~  = 2 
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Figure 6.27: Late Time Pressure Distributions for Correlation Length=xj, c / m  = 0.5, 
XJX, = 2 
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Many problems can be handled by coordinate transforms '75, 27 where the z and 

y axes are transformed as follows: 

where the mean permeability x is defined as: 

and the z and y axes are oriented along a major and minor permeability. The 
effective wellbore radius for an unfractured well can be shown to be: 

when the major permeability axis is in the x-direction. 

Presuming that the permeability is related to a current stress anisotropy, it can 

be seen that the fracture will propagate in the direction parallel with the maximum 

permeability and its reservoir response will be dominated in the transient flow period 

by the value of permeability perpendicular to the fracture, k,,-,in. If the fracture was 

designed for the mean permeability, F which could be obtained from a single well 

test, well performance would be overestimated. This is one of the reasons for fracture 

lengths obtained from well tests being shorter than the design calculations. 

In the case of anisotropic permeability, the values of t ~ ,  and p~ should have the 

and "f respectively, where: values of permeability and fracture length replaced with 

The modification of fracture length for uniform flux fractures has been discussed by 

Branagan 34 . Ben-Naceur and Economides 27 extended this quantitatively to include 

finite conductivity fractures with a revised definition of the dimensionless conductivity 
ratio originally defined by Agarwal 6 as: 
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Figure 6.28 illustrates qualitatively how natural fractures give rise to anisotropic 

permeability parallel to the fracture azimuth. In this figure, the direction of the 

maximum horizontal compressive stress tends to close the fractures normal to it and 

allows those parallel to it to be open for fluid flow. Even if the original forces which 

created the joints and fractures are not the current ones, the net effect of current 

stresses will be to create anisotropic permeability which will be unfavorable for the 

hydraulically fractured well. 

Figure 6.29 illustrates an experiment which shows the relative impact of both geo- 

metric anisotropy, Le., different correlation ranges, and local a,nisotropies, i.e., differing 

values of k, and IC,. The next series of flow simulations all use the same geostatistical 

realization for mean permeability distribution; the range is 34 blocks, a / m  = 0.9, and 

the geometric anisotropy is 4.0 (Figure 6.30). The realization with k , / k ,  = 1 is typi- 

cal, and varies from the analytic solution only moderately. As k , / k ,  increases above 

4 to 10, 50, and 100, a consistent displacement is observed. This shift is identical to 

that predicted by conventional theory. All of the local anisotropy effects can be con- 

verted to locally isotropic cases if k,/IC, is known. Unfortunately, this cannot be done 

without multiple well interference tests. Comparing these realizations to the other 

heterogeneous cases clearly indicates that local anisotropy cannot be distinguished 

from many reservoir heterogeneities by a single well test. Determining k , / k ,  in an 

areally homogeneous reservoir is difficult enough. Without some understanding of the 

overall spatial correlation and heterogeneity of permeability, determining k 2 / k y  from 

performance may be impossible. It must be kept in mind that these flow simulations 

and the analytic solutions represent the entire well life. Well tests rarely represent 

more than a few percent of this time range. 
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Figure 6.28: Conceptual Sketch of Natural Fracturing and Direction of in situ Stresses 
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Figure 6.29: Flow Simulations With Correlation Range= 34, Local Anisotropies of 
1 5 I c , / l c ,  5 100 

6.4.5 Effects of Heterogeneities on Econornic Optimization 

Economic optimization for the heterogeneous cases is more complex than for the ho- 

mogeneous case. Numerical simulation is required to generate the production forecast 

for each fracture length and well spacing. Larger areas rriust be simulated to account 

for fracture interaction. Because an economic optimum from the homogeneous case is 

already known, an initial estimate of the required fracture lengths and well spacings 

can be made. Each series of simulations applies to only one realization. 

Figures 6.94.19 demonstrate when variability is most important and when flow 

simulations for heterogeneous cases will be close to the homogeneous forecasts. Addi- 

tionally, the calculated early time production rates for each of these cases is usually 

less than the corresponding homogeneous case. This indicates that economic results 

will be less than indicated by the homogeneous case. 

In the following example, a correlation range of 34 i(equ,al to "1)  is used in the 
direction parallel to the fracture and 3.4 in the direction :normal to the fracture. 
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Figure 6.30: Flow Simulations With Correlation Range= 34, Adjusted for Local 
Anisotropy 

Economic parameters from Table 5.2 are used. That case resulted in an optimum 

spacing of 160 acres and optimum fracture length of 400 feet (Figure 5.6. Further 

refinements of the case without spacing restrictions resulted in optimum values of 140 

acres and 390 feet. The further refinement increased the NPV/acre by 1.5% to 587s 
/acre. The heterogeneous case indicated an economic optimum of 90 acres and 280 

feet with a Net Present Value at  10% (NPV10) of 440$ /acre. Using the indicated 

optimums from the homogeneous case (140 acres and 390 felet) resulted in a NPVlO 

of only 290 $ /acre. For a moderate sized low permeability field of 2560 acres (four 

sections), the difference in NPVlO would be 384000$ . 
For this specific example, accounting for reservoir heterogeneities would indicate 

that 10 more wells should be drilled in a 2560 acre field (28 compared to 18) with an 

additional capital cost of 4000000$. This would be offset 2750000$ by lower fracturing 

costs for all wells. The result would be an increase in NPVlO of 384000$. However, the 

specific realization used to generate these production forecasts and economics is not the 



CHAPTER 6. RESERVOIR CHARACTERIZATION ISSU,ES 198 

actual distribution in the reservoir. In practice, a series of such realizations could be 

made, with economic optimizations for each case. The resulting optimal well spacing 

and fracture length should be estimated from the expected value of the realizations. 

Increased NPV compared to the homogeneous case would then be represented as a 

distribution. 

If this distribution has a large variance, lower confidence should be attributed to 

the spacing and fracture length recommendations. This is because the optimum values 

are highly sensitive to the specific realization. This example demonstrates only one 

realization. 0 ther examples with correlation lengths on the order of hydraulic fracture 

length have also resulted in lower economics and smaller recommended fracture lengths 

and well spacings. 

6.5 Interference Testing 

Relevant analytic research into interference between hydraulically fractured wells 

concentrates on two areas: 

0 Pressure Transient Behavior-pressure responses at hydraulically fractured 

wells due to production at other wells. This can be used to elucidate fracture 

azimuth between producing wells, and combined interference effects on produc- 

tion. 

0 Mechanical Interaction-how a propagating hydraulic fracture is affected by 

pressure drawdown (and accompanying reduction in stresses) due to production 

from a producing well. This is particularly important for infill drilling where 

created fracture lengths are large compared to interwell spacings. If differences 

in the principal components of horizontal compressive stress ( S H , S ~ )  is not much 

greater than net fracturing pressure and the infill well is aligned in the direction 

of SH from the existing well, nonlinear growth of the infill well's hydraulic 

fracture and unequal wing lengths is predicted. When the infill well is aligned 

more than 20" from the existing well, little influence will be felt. 
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Geostatistical simulations have been reviewed for the first case with the goal of 

identifying how heterogeneities alter interference response. Analysis has demonstrated 

that certain theoretically possible measurements for the homogeneous case are impossi- 

ble for reasonable heterogeneities in permeability. However, dletermination of fracture 

azimuth to  within about 15" is generally possible. 

Figures 6.31-6.32 compare interference tests in heterogeneous reservoirs with the 

analytic solutions derived in Chapter 4. Figure 6.31 shows simulation results for a 

reservoir with a heterogeneous reservoir with a moderate correlation length in perme- 

ability (one half of the fracture length and one quarter the interwell distance) and an 

intermediate level of overall heterogeneity (a /m  = 1.0). Modeled fracture azimuth is 

30". The overlay of the proposed type curve match does fit the 30" curve; however, 

variations are sufficiently large that the accuracy is f 15 degrees. Both of the fractures 

have equal length and effectively infinite conductivity. 

Figure 6.32 shows the result for a similar system with a 1O:l geometric anisotropy 

and the same level of heterogeneity. Interference results now fail to match any of 

the type curves. Realization dependent behavior affects the interference test more 

than it does the single well behavior. Because the direction of maximum continuity 
is in the direction parallel to the hydraulic fractures for this case, the variability in 

permeability between the wells is more pronounced. 

6.5.1 Finite Conductivity Fractures 

Interference models have been presented for infinite conductivity hydraulically frac- 

tured wells during the discussion on reservoir heterogeneities. Finite conductivity 

wells are less sensitive to  reservoir heterogeneities at early times. During early times, 

the lower fracture conductivity behavior conditions the flow performance, essentially 

muffling some of the variability. However, all of the conclusions reached for the infinite 

conductivity fractures remain valid for the finite conductivity cases. The degree of 

variability at early times is decreased. 

The simulation response of uncorrelated variations in perineability match the an- 

alytic solution for any value of fracture conductivity Figure 6.33 shows two cases with 
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Figure 6.31: Interference Match in a Heterogeneous Reservoir, rg = 1, 8 = 30, a / m  = 
1.0, Correlation Range= 17, Isotropic 
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Figure 6.32: Interference Match in a Heterogeneous Reservoir, rg = 1, 8 = 30, g/rn = 
1.0, Correlation Range= 17, Geometric Anisotropy= 1O:l 
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different fracture conductivities and the corresponding analylic solutions for a finite 

conductivity hydraulically fractured well in a closed reservoir. In each case, the corre- 

lation length of the permeabilities are equal to the fracture length, ze/z j  = 10/7, and 

o /m = 1.1. Both of the flow simulations represented in Figure 6.33 used the same 

100 

10 

1 

0.1 
o.oO01 0.001 0.01 0.1 1 10 
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Figure 6.33: Effects of Finite Conductivity Fractures on Interference Tests in Hetero- 
geneous Reservoirs 

geos tat is tical realization for permeability distribution. 0 nly the fracture permeability 

was varied. The heterogeneity effects are (in general) most substantial for the higher 

values of fracture conductivity. 
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6.6 Chapter Summary 

The effects of correlated spatial heterogeneity on the flow behavior of hydraulically 

fractured wells has been demonstrated. The overall level of heterogeneity, spatial cor- 

realtion range, and geometric anisotropy are all important. C!orrelation lengths of less 

than about one quarter of the fracture length do not appear important. When hetero- 

geneity levels are low (a /m  5 0.5), the permeability field is relatively homogeneous 

and flow performance matches the homogeneous case. For larger levels of heterogene- 

ity, variations in flow performance are realization dependent; the results from each 

geostatistical simulation vary significantly. Correlation range in the direction of the 

hydraulic fracture is particularly important. When the correlation range in the frac- 

ture direction is large compared to the fracture, the correlation in the normal direction 
is unimportant. 

Geometric anisotropies are shown to have effects similar to permeability anisotropies. 

Correlated heterogeneities are shown to have generally unfavorable effects on perfor- 

mance. The economic value of characterizing reservoir heterogeneities was demon- 

strated with an example case. 



Chapter 7 

Summary and Recornrneindations 

Summary of results. Conc isions for each specific area of investigation. 

Recommendations for further study. 

7.1 Summary of Results 

Results have been presented for several problems dealing with hydraulically fractured 

wells. First, problems of determining hydraulic fracture azimuth were reviewed. 

Methods ranging from direct observation methods to indirect inference are available 

to predict in situ stress directions. These vary greatly in cost, accuracy, and ease of 

use. At shallow depths, direct observation using inflatable ca.meras or borehole video 

televiewers is possible. Surface tilts can be used inexpensively at such depths. At  
greater depths, other geophysical techniques and cores are currently more attractive. 

As a first indication, wellbore eccentricity (as caused by stress induced spalling) gives 

an inexpensive measure with an accuracy ranging from f 5 to 15". Core methods have 

been frequently reported to have significant errors. However, incremental costs for core 

analysis is small, and cores can provide other worthwhile reservoir information. The 

choice of tests to determine the directions of S H  and Sh (and consequently, fracture 

azimuth) depend on the specific application. The stress directions determined must 

be integrated into the appropriate geological model to be valid. 

203 
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A model of hydraulic fracture interference was developed f c r  uniform flux fractures. 

Essentially no influence on the producing wells was observed, and as long as the 

uniform flux approximation is valid, fracture azimuth is unimportant. The uniform 

flux approximation is not good for many finite conductivity firactures, even in infinite 

media. When two fractures are sufficiently close to interfere with each other, the 

uniform flux model is even less applicable. 

Laplace space formulations of several interference problems were developed. These 

included: 

0 Interference between a finite conductivity or infinite conductivity hydraulically 

fractured active well and a line source observation well; 

0 Interference at a line source well due to a nearby finite conductivity or infinite 

conductivity hydraulic fracture - either an active or observation well, or a 

natural fracture. 

0 Interference between two finite conductivity or infinite conductivity hydrauli- 

cally fractured wells. Either or both wells can be producers, with either constant 
pressure or constant rate constraints. 

0 For the case of two hydraulically fractured wells, either well can have skin effect 

or wellbore storage. The reservoir can be modeled as having either isotropic or 

anisotropic permeability. Natural fracture models may also be used. 

Effects of interwell distance and azimuth were reviewed in detail. Effects of fracture 
lengths and fracture conductivities were also presented. The eiffects of fracture azimuth 

in a closed system were also studied and shown to be more substantial than in the 

uniform flux case. 

Economic optimization of hydraulic fracture length and well spacing was pre- 

sented. The value of knowing fracture azimuth and of knowing permeability aniso- 

tropy was presented for example cases. The effects of reservoir heterogeneities on the 

optimal fracture length and well spacing were also presented. Spatial variations in 

permeability were shown to have significant effects on reservoir performance for hy- 

draulically fractured wells. This is particularly true when the correlation length of the 
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heterogeneity is on the order of the fracture, when overall Iheterogenei-ties are large, 

and when significant geometric anisotropies are present. 

7.2 Conclusions 

Conclusions are summarized by topic, including: 

0 Interference testing of finite conductivity wells, 

0 Optimization of fracture length and well spacing, and 

0 Effects of reservoir heterogeneities. 

Reccomendations for further work are given in Section 7.3. 

7.2.1 Interference Testing for Finite Conductivity Wells 

1. Vertical finite conductivity hydraulic fractures at  observation wells have a sig- 

nificant impact on observation well response. Fractur'es at  the active well also 

influence observation well response. Most significant effects are for rg  < 3. 

2. Hydraulic fracture conductivity at  the observation well has a small impact on 

the response. However, fracture conductivity at  the active well is important 

in the response and significant errors in azimuth estimation can occur when 

fracture conductivity is neglected at the active well. Nothing in the shape of the 

observation well response indicates the conductivity of the active well. Since it 

is necessary to know both hydraulic fracture lengths in practice, the fracture 

conductivities and lengths for both wells must be determined independently. 

3. Different fracture lengths a t  observation and active wells alter the duration and 

magnitude of fracture interference. For values of A I A ~ ]  = zfa/zfo greater than 

1.0, accounting for the active well fracture is necessary for values of r D  that 

are greater than when A[AOI = 1. For A~AOI  < 0.5, the active well can be 

approximated as a line source well with little loss of accuracy for large values of 
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( k j b j ) , .  Lower fracture conductivities at the active well: are better approximated 

by a line source response using an effective wellbore radius including the pseudo- 

steady state skin effect. 

4. For a fixed value of rg, the observation well response is insensitive to azimuth 

for 8 > 50". Sensitivity to  fracture azimuth is essential1,y independent of fracture 

conductivity for practical cases. 

5 .  Interference response at the active well is much less pronounced than at  the 

observation well. Sensitivity to fracture azimuth is only present for small angles 

and nearby wells. Except for values of rD < 1, this efifect can be neglected for 

active wells. 

6. Active and observation well fluxes vary dramatically for interference cases from 

typical models. 

7. Constant pressure production at the active well can be interpreted a t  the obser- 

vation well by a combination of conventional techniques and these results. 

7.2.2 Optimization of Fracture Length and Well Spacing 

1. Coupling economics with reservoir engineering can be .accomplished for a given 

set of economic parameters. Optimum fracture length and well spacing can be 

determined for many alternatives. 

2. Hydraulic fracture azimuth becomes important in deterimining optimum fracture 

length and well spacing whenever azimuth is important in well performance as 

concluded in the prior series of conclusions (Section 7.2.1). 

3. The primary mechanism for increasing Net Present Value (NPV) by knowing 

fracture azimuth is delaying interwell interference. This applies when the created 

fracture lengths are large compared to interwell distances. 
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4. The primary mechanism for improved NPV by knowing the direction of perme- 

ability anisotropy is modification of fracture length and well spacing. Fracture 

azimuth must be known to utilize the permeability anisotropy information. 

5 .  Reservoir heterogeneities can significantly alter the optimal fracture length and 

well spacing. This methodology provides a quantitative framework for estimat- 

ing the value of determining the value of characterizing reservoir heterogeneities. 

7.2.3 Effects of Reservoir Heterogeneities 

1. Correlated spatial variability in permeability effects hydraulically fractured well 

performance. No ‘effective permeability’ mechanism can be substituted for flow 

simulations of realizations of conditioned random fields. 

2. Overall magnitude, correlation length, and geometric anisotropy of permeability 
heterogeneity each contribute to a well performance which may be significantly 

different from that of the homogeneous case. 

3. Correlation lengths of less than about one fourth of the hydraulic fracture half 

length have minimal effect on performance, except for very high levels of het- 

erogeneity. Uncorrelated permeability variations, or white noise, has negligible 

performance effects unless the heterogeneity level is ext:remely large. 

4. Heterogeneity level is less important than correlation ra:nge in its effects on per- 

formance. When the level is low ( a / m  < 0.5), correlation length is unimportant 

because the permeability field is fairly homogeneous. Values of a / m  > 2 have 

major effects on performance, for any significant correla,tion length. 

5 .  Correlation lengths-on the scale of the hydraulic fracture length are most im- 

portant. The correlation length in the direction of the hydraulic fracture is also 

important. When the direction of maximum continuity parallels the hydraulic 

fracture, the correlation length in the normal direction has a secondary impact. 
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6. When heterogeneity levels are large, geometric anisotropies magnify the impact 

of correlation length. This is most noticeable in interwell interference. 

7. Geometric anisotropies have effects similar to local permeability anisotropies. 

Correlations designed for analyzing the local anisotropy cases may also be used 

for the cases of geometric anisotropy. 

8. Reservoir heterogeneities are important for reservoir management decisions for 

single phase hydraulically fractured wells. Observations include: 

(a) Critical ranges of heterogeneities for economic impact are the same as those 

that affect performance. 

(b) The value of characterizing reservoir heterogeneities may be quantified. 
Comparing results of optimal development plans for a given set of het- 

erogeneities with the results of plans from a homo,geneous analysis can be 

used. If identical fracture lengths and well spacings are obtained over a wide 

range of reasonable heterogeneities, no significant value is obtained from 

the characterization effort. If different reservoir management decisions are 

indicated, these can be simulated on another realization compared to the 

proposed decisions from the homogeneous case. The difference in resulting 

NPVs is the estimated economic value of reservoir characterization. 

(c) When the direction of maximum principal continuity is in the direction of 

maximum compressive stress, optimal fracture lengths and well spacings 

are both smaller than would be indicated for the homogeneous case. 

Heterogeneity in permeability for low permeability andl gas reservoirs has been 

infrequently characterized. Correlation lengths of permeability probably range 

from tens to hundreds of meters by inference from reported outcrop studies and 

higher permeability oil reservoirs. This is the same sc,ale as typical hydraulic 

fracture lengths; therefore, the issue of reservoir characterization for low perme- 

ability reservoirs is of substantial practical concern. 
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7.3 R6commendations for Further Study 

1. Solve the mechanical interaction problem.-Several Stanford researchers in Geo- 

physics, Geology, and Applied Earth Sciences are working on closely related 

problems dealing with hydraulic fracturing or natural fractures. Quantification 

of mechanical interaction is important when the angle and distance between 

wells is small. This will also be important for attempts to link wells by hy- 

draulic fracturing, such as for waterflooding anisotropic reservoirs, geothermal 

applications such as the ‘Hot Dry Rock’ project, and well control operations. 

2. Extend heterogeneity work to two phase systems.-Impacts of spatial character- 

ization will be important for fluid displacement projects including waterflooding 

and Enhanced Oil Recovery. Quantification of the econclmic value of such efforts 

could spur more efforts in characterization, increasing ]project profitability and 

ultimate product recoveries. 

3. Extend characterization work to three dimensions.-Two dimensional models 

were used for the hydraulically fractured case because the wide areas of the 

fracture face tend to average variability in the vertical dimension for near well 

flow. Fluid displacement projects will be more sensitive to such variations. While 

conditional simulations will still be useful, a technique such as 3D Indicator 

simulation will probably be more practical than the turning bands method. 



Appendix A 

Fracture Interaction Issues 

Hydraulic fracturing and rock mechanics. Potentiul interference be- 

tween stress changes due to production from an existing hydraulically 

fractured well and the propagation direction and wing length of an infill 
well’s hydraulic fracture. Advantages and disadvantages of interference. 

Potential solutions described. 

A.l  Mechanical Interaction of Hydraulic Fractures 

The motivation of this area of research comes from field observations of infill drilling 

low permeability reservoirs. In numerous instances when the design fracture length 

was a large fraction of the interwell distance, pressure or fluid communication has 

occurred with existing hydraulically fractured wells. In some fields, it is common 

to shut in offset wells for a few days before a hydraulic fracture treatment to avoid 

such problems. It is unlikely that more than a small fraction of these cases could 

be explained by the chance intersection of what are thought to be parallel fracture 

planes. It has been widely speculated that the hydraulic fracture being generated 

actually curves in the presence of the pore pressure drawdown due to previous wells. 

Unfortunately, most documented cases are in fields which have numerous natural fis- 

sures and are highly anisotropic. The resulting performance of the wells will generally 
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be less than anticipated. Since potential damage to one or the other wells may result, 

this area has received little attention. 

The study of the interaction of cracks in solids has an extensive following in diverse 

fields. In Earth sciences, natural fractures occur on many scales and appear to follow 

similar principles. Poroelastic effects can often be neglected in such efforts as the time 

scale for fracture extension is usually long compared to that for pressure diffusion 207 . 
In hydraulic fracturing, the entire process occurs in a few hours and poroelastic effects 

will almost always be substantial 54, 55 . Primary questions include: 

0 What are the effects of a region of pressure depletion 011 the earth stresses? 

0 To what extent will these alter the direction and extent of hydraulic fracture 

propagation? 

A.l.l Earth Stress Effects 

The stresses which are important for fracture growth are the total stresses, not just 

the net effective stress. Total stresses for a poroelastic medium are a function of 

pressure distributions everywhere. Except for overpressured reservoirs and friable 

sands, these effects are routinely neglected in pressure transient problems. However, 

the stress distribution must be known in order to predict fracture growth. Solving 

the total stress distributions in poroelastic media due to production or injection from 

a hydraulically fractured well is required to know the stress distributions. There are 

three possible solution methods that have been identified and will be briefly described: 

0 Use a finite element model. This procedure requires iL large simulation effort 

and is computationally intensive. Since the stress distributions are actually just 

the input to the fracture propagation work, it is desirable to minimize the effort 

required for such input generation. 

0 Approximate the stresses with a series of Eshelby transformation strains 837 41 . 
Although Eshelby transformation strains are useful for modeling the stress effects 

caused by an inclusion of material inhomogeneity, their superposition in space 
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to determine stress distributions requires a priori knolwledge of these stresses. 
One approach might be correlating finite element model results with those of 

the inclusion approximations. 

0 Solve the problem analytically. The stresses in space due to a line source well are 

known analytically and can be expressed using Green’s functions. Known fluxes 

from previous solutions of the finite conductivity fracture performance models 

could be used to determine the stresses due to an entire fracture. 

A.1.2 Predicting Fracture Growth 

Virtually all fracture models in existence assume linear fracture growth. One excep- 
tion is the work of Narendran 193-191 and it’s extension by Chin 417 42 at the 

Massachusetts Institute of Technology. Their model predicts curvilinear growth and 

has been provided to the Stanford Center for Reservoir Forecasting on the MIT R e  
source Extraction Laboratory’s computer system. The program assumes Mode I stress 
type at  the fracture tip, i. e. K l r  = 0. This criterion may be used to determine the 

path taken by an extending fracture. Although numerous runs have been completed, 

results are not presented in this dissertation. Results are interesting and warrant 

further study. 



Appendix B 

Calculation Improvements 

B.l Improving Solution Performance 

Several methods can be used to decrease the number of computations for solving 

Equation 4.21. These include: 

1. Methods to speed the matrix solution. 

2. Methods to reduce the number of calculations required to fill the matrix. 

3. Methods to eliminate matrix calculations entirely. 

B.l.l Reducing Matrix Order 

Most of the matrices have a form which resemble: 

For this example case, j = i = 3, and the j equations are iised to solve the case o f  
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(All- A13) (A12-Al3) 1 

(A21 -A23) (A22-A23) 1 

(A31 - A33) (A32 - A33) 1 

for i = 1,3. The fourth equation arises directly from a flow constraint that: 
n 

41 201 -A13 
42 = zD2-A13 

P $03 - A13 

214 

i=l 

For clarity, these terms are always separated in the main text. In practice, the matrix 

order is reduced by including the constraint of Equation B.:3 in the matrix. This has 

the combined advantages of decreasing storage requirements, decreasing computation 

time, and removing zero (0) terms from the main diagonal. Rewriting Equation B.3 

for the case of j = 3: 
2 

q(3) = 1 - mi) = 1 - d l )  - 4 2 )  
i=l 

Substituting into the equations and removing extraneous nomenclature: 

A l l q l +  A1242 + A13(1- q l  - 42) + P = 21 

A21ql+ A2242 + A33(1 - q l  - 42) + P = 22 

A31ql+ A3242 + A33(1- q l  - 42) + P = 23 

Gathering like flux terms: 

( A l l  - A13)ql + (A12 - A13)q2 + P = 21 -- A13 

(A21 - A23)ql+ (A22 - A13)q2 + P = 22 -- A23 

(A31 - A33)ql+ (A32 - A33)q2 + P = 23 -- A33 

This can be expressed in the reduced matrix form as: 

The final value of the flux is solved by substitution into Equation B.3. 

B. 1.2 Reducing Matrix Building Requirements 

Depending on the value of s, the time required to  calculate all of the matrix com- 

ponents in a matrix such as 4.21 may take 20-40 % of the total computation time, 
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if done in a ‘brute force’ manner. Numerous simplifications accelerate matrix filling, 

including: 

0 Many of the terms which are added to the main A;j terms are independent of 

s. These can be calculated once and added again for each Stehfest step. This 

requires a small increase in the total storage requirements. 

0 Integral evaluation for the integrals of the form Jt Ko(zi!)dzl are replaced by 7r/2 
for values of x greater than 20. 

0 The n x n matrix components which require integral evalluation have only 2n - 1 

integrals. The first column and row contain the required values. 

0 values of [ k f b f l A o  = 1, or A[AO] = 1 reduce the required number of calculations 

because many interference terms becomes identical. 

B.1.3 Early and Late Time Approximations 

At very early times, interference terms are negligible. For the interference case with 

finite conductivity wells, Equation 4.21 may be reduced in size by 75%. At  such 
early times, the active and observation wells behave independently, and infinite acting 

solutions apply. Duration of this time may be observed from Figures 4.14-4.28 to 

depend on 6’ and r D .  Typical values for the end of the infinite acting period range 

fromtD,j = 0.01-0.1. 
A t  late times, flux distributions for both wells stabilize a t  dimensionless times 

on the order of t~ , j / r& > 10. These flux distributions can be retained to calculate 
wellbore pressures at the active and observation wells directly. This may be done 

either in the Laplace or real space formulations. At late times., the active well pressure 

response may be approximated by a line source well with an effective wellbore radius. 

The ‘skin’ associated with the effective wellbore radius arises both from the value of 

( I c j b j ) ~  and the distance and angle to the interference well. 
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Colophon 
The colophon of a book is a traditional embellishment of the last page. It contains 

a printer’s mark or enscription, date, location, and related information regarding 

publication. The word is from the Greek, either: 

K O X O ~ W U  for the peak, or completion, or 

K O X O ~ ~ W C  the furthest island in the Greek chain of islands. 

This dissertation has been prepared according to  the guidelines promulgated by 

the Office of Graduate Studies a t  Stanford University. The document was prepared 

using ~ T E X  on the Petroleum Engineering Department’s VA,X 11/750, Apollo 4000, 
and Apollo 590 computers. Graphs were prepared using GRAPH (a Stanford graphics 

package) and GRIDCON (a Dynamic Graphics product). Other figures were written 

directly in PostScript. Most calculations were done on the School of Earth Sciences 

Gould 1080 or Apollo 10000 computers. Extensive use of IMSL subroutines simplified 

programming efforts. Numerical flow simulations were done using the Computer Mod- 

eling Group’s IMEX software. Petroland’s AUTOMATE was used for pressure transient 

solutions. Equation references from Abramowitz and Stegun’s Handbook 4 are cited 

in boldface. Program names are typically given in sans serif font. 
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