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Abstract

This work studied the modeling of well tests, tracer tests and multiphase flow in heterogeneous media using boundary element based methods. The motivation for this work was to provide accurate forward models of these processes to be used with parameter estimation/data integration schemes. Boundary element methods are attractive because of their rigorous Green’s function basis. The classical boundary element method is however limited to single-phase flow in homogeneous media. This work explored how to recast the differential equations of practical interest to petroleum reservoir engineers in a form suitable for solution with a boundary element scheme.

For flows in heterogeneous media the integral forms of the flow equations contain domain integrals which cannot be treated with the classical boundary element method. To handle these terms two hybrid boundary element methods were considered, the Dual Reciprocity Boundary Element Method (DRBEM) and the Green Element Method (GEM). The theory of both methods was considered, however most of the applications presented used GEM because of its sparse matrix structure and amenability to nonlinear problems.

A numerical method that combines GEM with singularity programming was proposed for the modeling of well tests in heterogeneous reservoirs. The method showed excellent accuracy when reproducing the pressure and pressure derivative curves. These results were compared to finite difference simulations which suffer from significant numerical artifacts including artificial wellbore storage effects and difficulty reproducing the boundary effects.

Tracer flows governed by the convection-diffusion equation were considered using both DRBEM and GEM. In numerical experiments at a range of moderate to large Peclet numbers GEM suffered much less from spurious oscillations in the solution than DRBEM. The application of GEM to transport in heterogeneous media was demonstrated.

An IMPES (Implicit Pressure Explicit Saturation) scheme for multiphase flow based on GEM was developed and applied. It showed promising results for a Buckley-Leverett flow example. Unfortunately the method is nonconservative so mass balance
errors occurred when it was applied to problems in heterogeneous media.

A parameter estimation scheme was developed for the estimation of reservoir permeability distributions from pressure data. This scheme was applied to match pressure data from multiple wells.
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Chapter 1

Introduction

1.1 Statement of the Problem

When creating a reservoir description engineers have multiple types of data available to them. Landa [32] presented a framework for integrating pressure, water cut and 4-D seismic data. Landa’s parameter estimation scheme is an iterative scheme using a Gauss-Newton algorithm. The process relies on a suitable forward simulation scheme being available to model each data type and to generate sensitivity coefficients. Accurate forward models are required to avoid artifacts from the simulations affecting the ultimate reservoir description.

This work focuses mainly on the development of accurate forward simulation schemes as opposed to parameter estimation. However the motivation behind the development of the simulation schemes is to provide accurate reservoir models to be used in parameter estimation. The specific data types considered are well tests, tracer flow and multiphase flow.

The simulation methods developed are based on hybrid forms of the boundary element method, specifically the Dual Reciprocity Boundary Element (DRBEM) and the Green Element Method (GEM). The boundary element method was chosen for study because of its rigorous basis on Green’s functions. The classical boundary element method can not be used because it is only applicable to single phase flow in
homogeneous media. This work explores how to cast the differential equations governing well tests, tracer flow and multiphase flow in heterogeneous media, in a suitable form for solution with DRBEM and GEM. Singularity programming is incorporated in the simulation methods to ensure accurate modeling of the singularity that occurs commonly in the pressure distribution at the well. With their basis in the underlying Green’s functions classical boundary element methods are highly accurate. This work explores whether DRBEM, GEM and singularity programming can be applied to problems of practical interest to petroleum engineers with similar accuracy.

1.2 Literature Review

Green’s functions are the basis for the boundary element method. The usefulness of Green’s functions in solving diffusion problems has been demonstrated by Carslaw and Jaegar [6]. Boundary element methods extend the use of Green’s functions to problems with arbitrary geometries and boundary conditions. The boundary element method was first published in 1963 by Jaswon [26] and Symm [63] who applied it to the two-dimensional Laplace equation. Rizzo [53] extended the boundary element method to elastostatics. The first three-dimensional formulations were presented by Cruse [10].

1.2.1 Boundary Element Applications to Flow in Porous Media

Boundary element methods were first applied to flow in porous media by Ligget and Liu [34], [35], [36], who considered flow in aquifers that were homogeneous, or at least sectionally homogeneous. Lafe and Cheng [31] considered heterogeneous media using a perturbation based method. Cheng [8] also presented a boundary element formulation applicable to heterogeneous media. This formulation relied on deriving a Green’s function that is related to the permeability distribution. The applicability of Cheng’s method is limited because it can only be applied when the Laplacian of the square root of the permeability is zero. Cheng and Ouazar [9] presented a
comprehensive review of boundary element applications in groundwater flow.

Gringarten and Ramey [22] demonstrated the power of Green's functions for the solution of well testing problems. The success of this approach makes it natural to pursue boundary element solutions for more general well testing problems.

Numbere and Tiab [39] generated steady-state streamlines using the boundary element method. They considered arbitrarily shaped homogeneous and sectionally homogenous two-dimensional reservoirs. They found the technique superior to the image well techniques used by earlier workers in the area [37].

Masukawa and Horne [38] applied boundary element methods and singularity programming to immiscible displacement problems. This work aimed to assess the influence of pattern geometry and mobility ratio on displacement performance. The front tracking techniques Masukawa and Horne developed were able to handle nonunit mobility ratio problems. No reservoir heterogeneity was included in the work.

Kikani and Horne [27], [28] applied the boundary element method to single-phase flow in arbitrarily shaped homogeneous reservoirs. A convolution technique was developed for the evaluation of some of the integrals involved in the method. The work demonstrated the usefulness of the boundary element method for streamline generation in steady-state cases. Their work also presented highly accurate pressure transients for well testing problems. Multiwell and multirate cases were considered.

The reduction of the dimensionality of the problem that occurs when using traditional boundary element methods was exploited by Koh and Tiab [29]. Their work considered single-phase three-dimensional flow to horizontal wells in a homogenous reservoir. Both the boundaries of the reservoir and the surface of the wellbore were gridded. Since the boundary element method required only a two-dimensional grid the complex geometry of the horizontal wellbore could be honored readily.

Sato [57] and Sato and Horne [58],[59] addressed single-phase flow in heterogeneous reservoirs, by expressing the pressure as a perturbation series. In highly heterogeneous media the convergence of such a series can be slow so Padé approximants were used to accelerate convergence. Sato and Horne used singularity programming to remove the well singularities from the boundary element problem.

Performance predictions for water drive gas reservoirs were computed by Layne et
al. [33]. The model was composed of two homogeneous zones, one for gas and one for water. A classical boundary element formulation was used. This only required the boundary to be gridded so arbitrary reservoir boundary geometries could be modeled easily.

The effect of thin objects such as fractures or barriers on reservoir performance was considered by Sato and Abbaszadeh [60], whose work used the complex variable boundary element method to study tracer breakthrough and well productivity. Both uniformly and stochastically distributed objects were considered. The work showed that representing fracture systems as equivalent anisotropic media could lead to an erroneous prediction of the pressure distribution at the well.

Zhang and Zeng [78] applied the boundary element method to compute pressure transients in irregularly shaped double porosity reservoirs. The transient aspect of the problem was handled by performing the calculations in Laplace space and inverting the result using the Stehfest [62] algorithm. The method used the fundamental solution to the modified Helmholtz operator. The boundary element scheme used was only applicable to single-phase problems in homogeneous media. It was assumed that flow to the well came only from the fracture system and that the flow between the matrix and fractures was at pseudosteady-state.

Roy and Grilli [55] modeled groundwater flow in formations whose log-transmissivity can be represented by a Gaussian random field. The transmissivity field could be conditional or unconditional. Unlike any of the other work discussed so far the transmissivity field Roy and Grilli considered was stochastic. The log-transmissivity was expanded in a “Fourier-type” series with random coefficients known as the Karhunen-Loève expansion. Roy and Grilli combined this expansion with a small parameter perturbation to transform the stochastic problem into a series of deterministic differential equations. These equations were then solved using DRBEM. The solutions to these equations provide the mean pressure field and the random fluctuation about that mean. Both quantities are of interest when considering solute transport. Roy and Grilli compared their results to the ensemble averages of results simulated over many realizations of the transmissivity field. They found agreement to within 15%, but at ten to 100 times less computational effort.
Numbere and Erkal [40] developed a model for tracer flow in heterogeneous porous media. A key contribution of this work was to address the use of scale-dependent dispersion coefficients. Gelhar [19] observed that assuming that the dispersion coefficient is a constant is not valid at interwell scales because of the many scales of heterogeneity involved. Measured field dispersion coefficients are found to depend linearly on the scale of measurement. To integrate the multiple scales in the problem Numbere and Erkal [40] considered the stochastic form of the governing form of the convection-dispersion equation. In this approach the velocity is broken into an ensemble average velocity and a fluctuation about the average. This requires an assumption that the variance of the velocity is small. Numbere and Erkal made further progress by assuming that the pressure gradient is also constant. This appears to be a very limiting assumption. Numbere and Erkal derived the following equation for the case of unidirectional flow:

\[
\frac{\partial C}{\partial t} = D \left( \frac{\partial^2 C}{\partial x^2} + \frac{\partial^2 C}{\partial y^2} \right) - \bar{v} \frac{\partial C}{\partial x} \tag{1.1}
\]

The dispersion coefficient \( D \) is a function of \( \bar{v} \) (the ensemble average velocity), time and a fractal exponent \( \beta \). Numbere and Erkal solved Equation (1.1) using DRBEM. The only results presented are for a problem with a known analytical solution and an average Peclét number of 0.01. No discussion of the gridding, time-stepping or stability was included in this work.

Another recent application of boundary element methods in petroleum reservoir engineering problems was by Pecher and Stanislav [51]. This work was limited to single-phase flow in two dimensions and used a traditional boundary element formulation. Heterogeneity was handled by breaking the reservoir into a series of homogeneous zones. The time domain was handled by solving the flow equations in Laplace space. The performance of linear, quadratic and cubic isoparametric elements was considered.
1.2.2 Dual Reciprocity Boundary Element Method

DRBEM is under discussion because it is an extension of the classical boundary element method, that allows the equations governing flow in heterogeneous media to be solved. Wrobel et al. [76] presented the first DRBEM formulation and applied it to transient heat conduction problems.

El Harrouni et al. [13] applied DRBEM to flow in one- and two-dimensional heterogeneous media. To extract a Laplace operator from Darcy’s law they worked in terms of a transformed pressure variable. The solutions to the two steady-state examples presented were highly accurate. However in the second example the term accounting for heterogeneity in the transformed differential equation is zero due to a particular analytical representation of the permeability field. El Harrouni et al. [12], [14], [15], [16], [17] also considered parameter estimation in aquifers using a combination of DRBEM, genetic algorithms and Kalman filtering.

Eldho [18] presented one- and two-dimensional DRBEM solutions to the convection-diffusion equation in homogeneous porous media. In one example an analytical solution was available. The agreement between this and the numerical solution was very good. Amoah et al. [1] also applied DRBEM to the convection-diffusion problem, and found its accuracy compared well to finite element and method of characteristics calculations. Wrobel and DeFiguiredo [77] demonstrated the use of DRBEM in problems with nonconstant velocity fields. These published examples of the applications of DRBEM to tracer transport all considered very modest Peclét numbers (less than ten) so further work was warranted to see how well DRBEM performs at higher Peclét numbers (which are common in petroleum reservoir engineering problems).

Most work published using DRBEM has used radial basis functions. However these are only one possible choice. Partridge [48] discusses other choices. Singh and Kalra [61] presented an extensive discussion of time integration and DRBEM.

1.2.3 Green Element Method

The Green Element Method was first presented in 1990 by Taigbenu [64], who described GEM as an element-by-element implementation of boundary element theory.
This approach results in a sparse coefficient matrix assembled in the same manner as the finite element method. Taigbenu [64] considered the Laplace, diffusion, nonlinear Boussinesq and convection-diffusion equations. Of the examples presented the only two-dimensional example is a solution to the Laplace equation. Taigbenu [65] explored the use of quadratic interpolation functions with GEM, and showed that quadratic elements offer increased accuracy. Taigbenu’s [66] theoretical discussion of GEM states that GEM requires 15% to 45% less computational time than conventional boundary element methods. Further consideration of the diffusion equation was made by Onyejekwe [42]. In the case of the diffusion equation in one or two dimensions all the integrals required can be evaluated analytically so no numerical quadrature is required, unlike classical boundary element methods.

Taigbenu and Onyejekwe [67] applied GEM to one- and two-dimensional groundwater flow in the unsaturated zone. This is a nonlinear problem involving the flow of water and air. The Picard iteration scheme was used to solve the resulting equations.

The one-dimensional convection-diffusion equation was considered in detail by Taigbenu and Onyejekwe [68]. This work paid careful attention to the different time-stepping schemes available. Stable, accurate solutions to a convection-diffusion problem were presented up to Peclét numbers of 50. These cases are convection-dominated however the problems posed by reservoir engineering applications require a method to have good numerical properties at much higher Peclét numbers.

Onyejekwe [43], [44] demonstrated the ability of GEM to solve nonlinear problems. This work considered mass transfer in a one-dimensional chemical reactor including nonlinear kinetics. This process is governed by the convection-diffusion with an additional term representing reaction kinetics. The GEM scheme gave a prediction of the outlet concentration accurate to within 1%.

Flow in heterogeneous porous media was explored by Onyejekwe [45]. GEM was applied to a transformed form of Darcy’s law in a manner similar to the current work. Onyejekwe analyzed several schemes for the interpolation of material properties within the elements.
Onyejekwe [46] presented one- and two-dimensional solutions to flow in the unsaturated zone using three variations of GEM which use different interpolation schemes to handle the nonlinear terms.

A formal proof of the order of accuracy of GEM is not available. Through numerical experiments this work explores how the domain discretization involved in the method detracts from the high accuracy that is associated with the classical boundary element method.

1.2.4 Other Methods

Bokota [4] presented a boundary element solution scheme for the convection-diffusion equation using a traditional boundary element method. This solution was only applicable to problems in homogeneous media with constant fluid velocity. Domain integrals were required in the right hand side of the matrix equation. The fundamental solution for the two-dimensional convection-diffusion problem involves a Bessel function, which means some of the integrals involved in the matrix equation must be performed in time-consuming numerical fashion.

Another recent approach to formulating BEM so that a sparse matrix equation is generated was discussed by Koro [30]. This work used Haar wavelets as shape functions in the classical boundary element method. By varying the resolution level of the wavelets Koro showed how an h-adaptive BEM can be developed based on a local error estimator. h-adaptive methods refine the grid automatically according to local error estimates. Currently this method has only been applied to the steady-state Laplace equation.

Chen [7] demonstrated how compactly supported approximating (basis) functions can be used in conjunction with DRBEM. Radial basis functions were used e.g.:

\[
f = \begin{cases} 
(1 - r)^n & 0 \leq r \leq 1 \\
0 & r > 1 
\end{cases}
\]  

(1.2)

This approach leads to a sparse matrix system. Chen applied radial basis functions to the steady-state Poisson equation in two and three dimensions.
1.3 Outline of Approach

This work outlined the theory of DRBEM and GEM for flow in heterogeneous reservoirs (Chapter 2). A general technique for simulating well tests in heterogeneous reservoirs using hybrid boundary element methods and singularity programming was developed. The results from this method were then compared to analytical solutions and finite difference simulations (Chapter 3). Numerical experiments were performed to assess the performance of DRBEM and GEM for tracer transport problems at high Peclét number. Realistic reservoir tracer flows were considered (Chapter 4). An IMPES scheme for multiphase flow was developed and tested on a Buckley-Leverett problem and a five-spot waterflooding problem (Chapter 5). Finally the well test simulation scheme is coupled with a Gauss-Newton parameter estimation scheme to perform parameter estimation (Chapter 6).
Chapter 2

Mathematical Preliminaries

This work studied the application of the Dual Reciprocity Boundary Element Method and the Green Element Method to reservoir engineering problems. These methods are both based on the Boundary Element Method. This chapter begins with a section describing a derivation of the Boundary Element Method so it can be compared with DRBEM and GEM which are presented in subsequent sections. Only the pressure diffusion equation is considered in this chapter. The diffusion equation is the basis for the other differential equations which will be discussed later.

2.1 Boundary Element Method

2.1.1 Development of the Integral Equation

Consider solving the steady-state Laplace equation in two dimensions:

\[ \nabla^2 p = 0 \quad (2.1) \]

For the problem to be properly posed either the pressure, \( p \), or the normal derivative of the pressure, \( q \), must be specified at every point on the boundary. To proceed with the BEM the appropriate free-space Green’s function must be available. The Green’s function, \( G \), satisfies:

\[ \nabla^2 G = \delta(r - r_i) \quad (2.2) \]
where $\delta$ is the Dirac delta function. Therefore

$$G = \frac{1}{2\pi} ln \left( \frac{1}{r - r_i} \right)$$

(2.3)

where $r$ is a point in the domain, $\Omega$, and $r_i$ is a point on the boundary, $\Gamma$.

Green’s second identity can be applied to change the differential equation of interest, Equation (2.1), into an integral equation:

$$\int\int_{\Omega} (p \nabla^2 G - G \nabla^2 p) d\Omega = \int_{\Gamma} \left( p \frac{\partial G}{\partial n} - G \frac{\partial p}{\partial n} \right) d\Gamma$$

(2.4)

To address the singularity as $(r - r_i) \to 0$ consider surrounding the point $r_i$ by a small circle of radius $\epsilon$. In the limit as $\epsilon \to 0$ Equation (2.4) becomes:

$$\int\int_{\Omega - \Omega_\epsilon} (p \nabla^2 G - G \nabla^2 p) d\Omega = \int_{\Gamma + \Gamma_\epsilon} \left( p \frac{\partial G}{\partial n} - G \frac{\partial p}{\partial n} \right) d\Gamma$$

(2.5)

Since $\nabla^2 p = 0$ and $\nabla^2 G = 0$ everywhere within $\Omega - \Omega_\epsilon$ Equation (2.5) becomes:

$$\int_{\Gamma_\epsilon} (p \frac{\partial G}{\partial n} - G \frac{\partial p}{\partial n}) d\Gamma + \int_{\Gamma_\epsilon} \left( p \frac{\partial G}{\partial n} - G \frac{\partial p}{\partial n} \right) d\Gamma = 0$$

(2.6)

The integral over $\Gamma_\epsilon$ can be evaluated by noting that:

$$\frac{\partial G}{\partial n} = \frac{\partial G}{\partial r} \frac{\partial r}{\partial n} = \frac{1}{2\pi r}$$

(2.7)

Defining $\theta$ as the angle measured anticlockwise from the x-axis at point $r_i$ and substituting Equation (2.7) into Equation (2.6) gives:

$$\int_{\Gamma_\epsilon} \left( p \frac{\partial G}{\partial n} - G \frac{\partial p}{\partial n} \right) d\Gamma = \frac{1}{2\pi} \int_0^{\theta_i} \left[ p \left( \frac{1}{\epsilon} \right) - ln \left( \frac{1}{\epsilon} \right) \frac{\partial p}{\partial n} \right] \epsilon d\theta$$

$$= \frac{1}{2\pi} \int_0^{\theta_i} \left[ p + (\epsilon ln \epsilon) \frac{\partial p}{\partial n} \right] d\theta$$

$$= \frac{\theta_i}{2\pi} p(r_i)$$

(2.8)

At internal points $\theta_i = 2\pi$ and at smooth boundaries $\theta_i = \pi$. Equation (2.6) is usually written in terms of kernel functions $K_1$ and $K_2$:

$$\frac{\theta_i}{2\pi} p(r_i) + \int_{\Gamma} K_1(r, r_i) p(r) d\Gamma = \int_{\Gamma} K_2(r, r_i) \frac{\partial p(r)}{\partial n} d\Gamma$$

(2.9)
where
\[ K_1 = \frac{\partial G(r, r_i)}{\partial n} = \frac{1}{2\pi r} \] (2.10)

\[ K_2 = G(r, r_i) = \frac{1}{2\pi} \ln \left( \frac{1}{r - r_i} \right) \] (2.11)

At this stage no approximations have been introduced. The use of Green’s second identity has transformed the differential form of Laplace’s equation into the integral form in Equation (2.9). This equation only involves boundary integrals. To proceed further the distribution of pressure and flux on the boundary must be interpolated in terms of nodal values of pressure and flux.

### 2.1.2 Shape Functions

To implement the boundary element method the boundary must be discretized into elements. To evaluate the integrals required, the interpolation scheme used to represent the nodal pressure and flux values in a functional form must be selected. The interpolation is performed using Lagrange shape functions. The three most common choices are constant, linear and quadratic. This work used linear elements in most cases. More specialised shape functions are considered in Chapter 5.

Lagrange shape functions are defined in terms of local coordinates, \( \xi \) and \( \eta \) that vary from 0 to 1 along an edge of an element. If a quantity \( z \) is being interpolated the Lagrange linear shape functions for a one-dimensional element are:

\[ u(\xi) = N_1(\xi)z_1 + N_2z_2(\xi) \] (2.12)

where
\[ N_1 = 1 - \xi \] (2.13)
\[ N_2 = \xi \] (2.14)

In the two-dimensional case:

\[ u(\xi, \eta) = N_1(\xi, \eta)z_1 + N_2(\xi, \eta)z_2 + N_3(\xi, \eta)z_3 + N_4(\xi, \eta)z_4 \] (2.15)

where
\[ N_1 = (1 - \xi)(1 - \eta) \] (2.16)
One dimensional element

Two dimensional element

Figure 2.1: Node numbering for one- and two-dimensional elements

\[ N_2 = \xi(1 - \eta) \quad (2.17) \]
\[ N_3 = \xi \eta \quad (2.18) \]
\[ N_4 = (1 - \xi)\eta \quad (2.19) \]

The node numbering is as shown in Figure 2.1.

2.1.3 Boundary Discretization and Solution Procedure

The integral equation (2.9) can be discretized by breaking the boundary integrals into the sum of the integrals over the elements defining the boundary:

\[ \frac{\theta_i}{2\pi} p(r_i) + \sum_{e=1}^{M} \int_{\Gamma^e} K_1(r,r_i)p(r)d\Gamma = \sum_{e=1}^{M} \int_{\Gamma^e} K_2(r,r_i)\frac{\partial p(r)}{\partial n}d\Gamma \quad (2.20) \]

The shape functions being used to interpolate the nodal pressure values are now substituted into Equation (2.20). For example if linear shape functions are used in a two-dimensional problem, i.e. with one-dimensional boundaries, Equation (2.20) becomes:

\[ \frac{\theta_i}{2\pi} p(r_i) + \sum_{e=1}^{M} \int_{\Gamma^e} K_1(r,r_i)(N_1p_1^e + N_2p_2^e)d\Gamma \\ = \sum_{e=1}^{M} \int_{\Gamma^e} K_2(r,r_i)(N_1q_1^e + N_2q_2^e)d\Gamma \quad (2.21) \]
where $p_1^e, p_2^e, q_1^e$ and $q_2^e$ denote the nodal values of pressure and pressure derivative at each end of the element.

Equation (2.21) is used to generate one equation per boundary node by placing the source node of the Green’s function, $r_i$, at each boundary node in turn. To assemble these equations into a matrix equation the kernel integrals must be evaluated. These are of the form:

$$\int_{\Gamma_j} K_1(r, r_i) f(\xi) d\Gamma$$  (2.22)

and

$$\int_{\Gamma_j} K_2(r, r_i) f(\xi) d\Gamma$$  (2.23)

where $f(\xi)$ is a shape function which has the form of a polynomial in $\xi$. These integrals can not usually be performed analytically and are evaluated with Gaussian quadrature. If the source node $i$ occurs in element $j$ the integrals are singular and can not be evaluated accurately with standard Gaussian quadrature. In one dimension logarithmic quadrature can be applied [3].

When all the kernel integrals have been evaluated Equation (2.21) can be assembled into a matrix equation of the form:

$$A p = B q$$  (2.24)

It should be noted that the matrices $A$ and $B$ are fully populated because the kernels $K_1$ and $K_2$ couple the pressure and its normal derivative at the source point, $r_i$, to the values at all other locations on the boundary. The matrices have dimensions $N$ by $N$, where $N$ is the number of nodes on the boundary. Since either $p$ or $q$ is known at every boundary node this equation can be reduced to an equation of the form:

$$A x = y$$  (2.25)

where the vector $x$ contains the unknown $p$ and $q$ values. Once the unknowns on the boundary have been determined the pressure at any point inside the domain can then be determined. This is done by referring to Equation (2.21) and placing the source, $r_i$, of the Green’s function at the point of interest. Since all the nodal values of $p$ and $q$ are known Equation (2.21) can be solved for $p(r_i)$. The accuracy of the solution at
internal points is actually higher than the accuracy of the solution on the boundary because there is no interior discretization or approximation [3].

2.2 Treatment of Heterogeneity

To use the classical boundary element method described in Section 2.1 the differential equation being considered must include a $\nabla^2$ operator. The single phase flow equation:

$$\nabla \cdot (k \nabla p) = \phi \mu c_t \frac{\partial p}{\partial t}$$

(2.26)

is therefore not in a form suitable for solution by a boundary element method. This work used two approaches to write the flow equation in a form suitable for solution using DRBEM or GEM. The first was a change of variables as used by El Harrouni et al. [13]. The second was an expansion of the flow equation into a $\nabla^2 p$ term and a further term accounting for reservoir heterogeneity.

El Harrouni et al.’s approach

El Harrouni et al. [13] began from the steady-state single phase flow equation. To extract a Laplacian operator from this equation they introduced a new variable, $u$:

$$u = \sqrt{k}p$$

(2.27)

After this transformation the flow equation can be written as:

$$\nabla^2 u = k'u + \frac{\phi \mu c_t}{k} \frac{\partial u}{\partial t}$$

(2.28)

where

$$k' = \frac{\nabla^2 \sqrt{k}}{\sqrt{k}}$$

(2.29)

Equation (2.28) is in a form suitable for a boundary element based solution. The right hand side of the equation requires special treatment because application of Green’s second identity can not be used to convert this into a boundary integral in the integral form of the equation. Both DRBEM and GEM offer means to handle this term.
The change of variable causes the way that the boundary conditions are expressed to change. Dirichlet boundary conditions change from:

\[ p = \bar{p} \quad (2.30) \]

to

\[ u = \sqrt{k\bar{p}} \quad (2.31) \]

Neumann boundary conditions change from:

\[ \frac{\partial p}{\partial n} = \bar{q}_n \quad (2.32) \]

to

\[ \frac{\partial u}{\partial n} = \frac{1}{2k} \frac{\partial k}{\partial n} u + \sqrt{k\bar{q}_n} \quad (2.33) \]

Robin boundary conditions change from:

\[ \frac{\partial p}{\partial n} = \gamma h + \eta \quad (2.34) \]

to

\[ \frac{\partial u}{\partial n} = \left( \gamma + \frac{1}{2k} \frac{\partial k}{\partial n} \right) u + \sqrt{k\eta} \quad (2.35) \]

The Neumann boundary conditions becomes a Robin boundary condition in the new variable. This requires an iterative solution.

Under this change of variable the treatment of anisotropy is difficult.

**Taigbenu and Onyejekwe’s Approach**

The second approach was presented by Taigbenu and Onyejekwe [67]. The single phase steady-state flow equation is written as:

\[ \nabla^2 p = -\nabla \ln k \cdot \nabla p + \frac{\phi \mu c_t \partial p}{k \partial t} \quad (2.36) \]

This form of the flow equation can be used when the permeability field is anisotropic. Unlike El Harrouni et al.’s [13] approach no modifications to the boundary conditions are required. Like El Harrouni et al.’s approach hybrid boundary element methods such as DRBEM and GEM are required to handle the right hand side of the flow equation.
2.3 Dual Reciprocity Boundary Element Method

The Boundary Element Method is well suited to solving problems of the form:

\[ \nabla^2 p = 0 \]  \hspace{1cm} (2.37)

The Dual Reciprocity Boundary Element Method (DRBEM) extends the applicability of the Boundary Element Method to a wider class of problems by treating \( p \) as the sum of a homogeneous solution and a particular solution \( \hat{p} \). The features of the method will be demonstrated by presenting its application to steady-state and transient diffusion problems in homogenous and heterogeneous media.

2.3.1 Steady-State Pressure Diffusion

Consider a steady state pressure diffusion problem governed by:

\[ \nabla^2 p = b(x, y) \]  \hspace{1cm} (2.38)

The particular solution satisfies:

\[ \nabla^2 \hat{p} = b(x, y) \]  \hspace{1cm} (2.39)

Note that the particular solution does not necessarily satisfy the boundary conditions imposed on the problem in Equation (2.38). DRBEM expands the right hand side of Equation (2.39) as the sum of a series of specified approximating functions, \( f_j \).

\[ b = \sum_{j=1}^{N+L} \alpha_j f_j \]  \hspace{1cm} (2.40)

where \( \alpha_j \) are initially unknown weights and \( f_j \) are the approximating functions. \( N \) is the number of nodes on the boundary and \( L \) is the number of internal nodes. The accuracy of DRBEM improves if internal nodes are used. The use of internal nodes does not require any associated internal gridding however.
The approximating functions are user-defined functions. The only condition that these functions must satisfy is that they are the Laplacian of another function \( \hat{p}_j \).

\[
\nabla^2 \hat{p}_j = f_j \tag{2.41}
\]

Partridge et al. [49] suggested three possible choices for the approximating functions - elements of the Pascal triangle, trigonometric series and terms from the series:

\[
f = 1 + r + r^2 + \ldots + r^m \tag{2.42}
\]

The approximating function most often chosen is \( f = 1 + r \). Substituting Equations (2.39), (2.40) and (2.41) into (2.38) produces the equation that is the starting point for DRBEM:

\[
\nabla^2 p = \sum_{j=1}^{N+L} \alpha_j \nabla^2 \hat{p}_j \tag{2.43}
\]

Multiplying both sides of Equation (2.43) by \( G \) and integrating over the domain gives:

\[
\int \int_\Omega G \nabla^2 p \, d\Omega = \sum_{j=1}^{M+L} \alpha_j \int \int_\Omega G \nabla^2 \hat{p}_j \, d\Omega \tag{2.44}
\]

As in the derivation of the boundary element method Green’s second identity can be applied to reduce these domain integrals to surface integrals:

\[
\frac{\theta_i}{2\pi} p(r) + \int_\Gamma K_1(r, r_i) p(r) \, d\Gamma - \sum_{j=1}^{M+L} \alpha_j \int_\Gamma K_1(r, r_i) \hat{p}_j \, d\Gamma = \\
\int_\Gamma K_2(r, r_i) \frac{\partial p(r)}{\partial n} \, d\Gamma - \sum_{j=1}^{M+L} \alpha_j \int_\Gamma K_2(r, r_i) \frac{\partial \hat{p}_j}{\partial n} \, d\Gamma \tag{2.45}
\]

In matrix form this can written as:

\[
Ap - Bq = \sum_{j=1}^{N+L} \alpha_j (A\hat{p}_j - B\hat{q}_j) \tag{2.46}
\]

To proceed further the weights \( \alpha \) must be computed. This can be done by writing the expansion of the right hand side \( b \) in matrix form:

\[
b = F\alpha \tag{2.47}
\]
where $F$ is an $(N + L)$ by $(N + L)$ square matrix whose $j$th column is $f_j$ evaluated at each node. The vector $\alpha$ can be found by solving Equation (2.47). The matrix equation (2.46) can now be written as:

$$Ap - Bq = d$$  

(2.48)

where

$$d = (\hat{A}P - \hat{B}Q)\alpha$$  

(2.49)

As in the boundary element method this equation may be reduced to the form, $Ax = y$. After the unknowns have been solved for on the boundary and at any internal nodes, the pressure can be found at any point in the domain in a manner similar to the classical boundary element method. The source point of the Green’s function, $r_i$, is placed at the point of interest. Equation (2.45) can then be solved for the pressure at that point. Like the classical boundary element method DRBEM produces a dense matrix equation.

### 2.3.2 Transient Pressure Diffusion

DRBEM can be applied to transient problems in a manner similar to the treatment of steady-state problems given in Section 2.3.1. Consider solving:

$$\nabla^2 p = \gamma \frac{\partial p}{\partial t}$$  

(2.50)

where

$$\gamma = \frac{\phi \mu c_t}{k}$$  

(2.51)

In this case the medium is assumed to be homogeneous. Applying DRBEM as before gives:

$$Ap - Bq = \gamma (\hat{A}P - \hat{B}Q)\alpha$$  

(2.52)

In the transient case the time derivative term is expanded as a weighted sum of approximating functions as in the steady-state case. However in the transient case the weights are time dependent:

$$\frac{\partial p}{\partial t} = \sum_{j=1}^{N+L} f_j \alpha_j(t)$$  

(2.53)
Equation (2.53) can be written in matrix form, in a manner similar to Equation (2.47):

$$\dot{p} = F\alpha$$

(2.54)

where $\dot{p}$ is a vector containing the values of $\frac{\partial p}{\partial t}$ at each node.

Substituting Equation (2.54) into (2.52) gives:

$$Ap - Bq = \gamma(\hat{A}P - \hat{B}Q)F^{-1}\dot{p}$$

(2.55)

To allow the equation to be written more compactly a matrix $C$ is defined as:

$$C = -\gamma(\hat{A}P - \hat{B}Q)F^{-1}$$

(2.56)

Substituting Equation (2.56) into (2.55) gives:

$$Ap + C\dot{p} = Bq$$

(2.57)

Partridge et al. [49] employ a two-level time integration scheme for the variation of $p$ and $q$:

$$p = (1 - \theta_p)p^m + \theta_pp^{m+1}$$

(2.58)

$$q = (1 - \theta_q)q^m + \theta_qq^{m+1}$$

(2.59)

$$\dot{p} = \frac{1}{\Delta t}(p^{m+1} - p^m)$$

(2.60)

where the indices $m$ and $m + 1$ correspond to timesteps. $\theta = 1$ corresponds to a fully implicit formulation. Substituting Equation (2.58), (2.59) and (2.60) into (2.57) yields:

$$\left(\frac{1}{\Delta t}C + \theta_pA\right)p^{m+1} - \theta_qBq^{m+1} = \left(\frac{1}{\Delta t}C - (1 - \theta_p)A\right)p^m + (1 - \theta_q)Bq^m$$

(2.61)

Partridge et al. [49] observed good accuracy using $\theta_p = 0.5$ and $\theta_q = 1.0$. This corresponds to:

$$\left(\frac{2}{\Delta t}C + A\right)p^{m+1} - 2Bq^{m+1} = \left(\frac{2}{\Delta t}C - A\right)p^m$$

(2.62)
2.3.3 Pressure Diffusion in Heterogeneous Media

The only modeling of flow in heterogeneous media performed used DRBEM incorporated El Harrouni et al.’s [13] change of variable (Equation 2.27) to handle heterogeneity. Recall that the differential equation that governs this is:

\[ \nabla^2 u = k'u + \frac{\phi \mu c_t}{k} \frac{\partial u}{\partial t} \]  

(2.63)

DRBEM is applied to this equation in the same manner as the previous two examples to give:

\[ Au - Bq = \gamma (A\hat{U} - B\hat{Q})\alpha \]  

(2.64)

Note that in this example \( q \) refers to the normal derivative of the transformed pressure, \( u \), not the actual pressure, \( p \). The key to DRBEM is defining the vector weights, \( \alpha \). In this case \( \alpha \) is defined by the matrix equation:

\[ k'u + \gamma \dot{u} = F\alpha \]  

(2.65)

where

\[ \gamma = \frac{\phi \mu c_t}{k} \]  

(2.66)

Substituting Equation (2.65) into (2.64) gives:

\[ Au - Bq = (A\hat{U} - B\hat{Q})F^{-1}(k'u + \gamma \dot{u}) \]  

(2.67)

This can be simplified by defining a matrix \( C \) as:

\[ C = (A\hat{U} - B\hat{Q})F^{-1} \]  

(2.68)

Substituting Equation (2.68) into (2.67) gives:

\[ Au + Ck'u + C\gamma \dot{u} = Bq \]  

(2.69)

The two level time integration scheme shown in Equations (2.58), (2.59) and (2.60) can be applied to Equation (2.69) to give:

\[ \left( \frac{1}{\Delta t}C\gamma + \theta_u A - \theta_u Ck' \right) u^{m+1} - \theta_q Bq^{m+1} \]

\[ = \left( \frac{1}{\Delta t}C\gamma - (1 - \theta_u)A + (1 - \theta_u)Ck' \right) u^m + (1 - \theta_q) Bq^m \]  

(2.70)
2.4 Green Element Method

The Green Element Method is an element-by-element implementation of boundary element theory that can handle terms that result in domain integrals. The terms that result from the treatment of heterogeneity are an example of such terms. GEM requires the entire domain to be discretized and produces a large sparse matrix equation. In this work GEM was applied to one- and two-dimensional problems. The theory has also been developed by Taigbenu [70] for three-dimensional problems, though no results from this formulation have been published.

2.4.1 One-Dimensional Problems

The fundamentals of GEM can be demonstrated by considering the transient diffusion equation in a homogeneous medium on \( x \in [0, L] \):

\[
\frac{\partial^2 p}{\partial x^2} = \gamma \frac{\partial p}{\partial t} \tag{2.71}
\]

Like any boundary element based method GEM begins by finding the relevant free space Green’s function for the problem:

\[
\frac{\partial^2 G}{\partial x^2} = \delta(x_i - x) \tag{2.72}
\]

The solution to Equation (2.72) is:

\[
G(x_i, x) = \frac{1}{2}(|x_i - x| + le) \tag{2.73}
\]

where \( le \) is an arbitrary constant taken to be the length of the element.

In one dimension Green’s second identity is:

\[
\int_0^L \left( p \frac{\partial^2 G}{\partial x^2} - G \frac{\partial^2 p}{\partial x^2} \right) dx = p \frac{\partial G}{\partial x}\bigg|_0^L - G \frac{\partial p}{\partial x}\bigg|_0^L \tag{2.74}
\]

Equation (2.71) can be cast as an integral equation substituting Equation (2.73) and (2.71) into Green’s second identity (2.74). The resulting integral equation is:

\[
\int_0^L \left( p \delta(x - x_i) - G \gamma \frac{\partial p}{\partial t} \right) dx = p \frac{\partial G}{\partial x}\bigg|_0^L - G \frac{\partial p}{\partial x}\bigg|_0^L \tag{2.75}
\]
The final integral equation is derived from Equation (2.75) by noting that the area under a Dirac delta function is one:

\[-\lambda_i p(x_i) + \left[ p \frac{\partial G}{\partial x} - G \frac{\partial p}{\partial x} \right]_0^L + \int_0^L G \gamma \frac{\partial p}{\partial t} \, dx = 0 \quad (2.76)\]

where \( \lambda_i = 1 \) at points within the domain and \( \lambda_i = 0.5 \) at the end nodes.

GEM proceeds by discretizing the domain into elements. Equation (2.76) is evaluated as a summation over these elements:

\[
\sum_{e=1}^M \left( -\lambda_i p(x_i) + \left[ p \frac{\partial G}{\partial x} - G \frac{\partial p}{\partial x} \right]_{x_1}^{x_2} + \int_{x_1}^{x_2} G \gamma \frac{\partial p}{\partial t} \, dx \right) = 0 \quad (2.77)
\]

where \( M \) is the total number of elements.

Note that until this point no approximations have been made. Further progress can be made by introducing Lagrange shape functions, \( N \), to approximate \( p \) and \( \frac{\partial p}{\partial x} \) over the element in terms of the nodal values at the end of each element. In this case linear shape functions will be used:

\[
p = N_1 p_1 + N_2 p_2 \quad (2.78)
\]

Denoting \( \frac{\partial p}{\partial x} \) as \( q \):

\[
q = N_1 q_1 + N_2 q_2 \quad (2.79)
\]

Equation (2.77) also requires the spatial derivative of the Green’s function which is:

\[
\frac{\partial G(x, x_i)}{\partial x} = \frac{1}{2} [H(x - x_i) - H(x_i - x)] \quad (2.80)
\]

where \( H \) is the Heaviside step function

\[
H(x_i - x) = \begin{cases} 
1, & x > x_i \\
0, & x < x_i
\end{cases} \quad (2.81)
\]

Substituting Equations (2.78), (2.79) and (2.80) into (2.77) gives:

\[
\sum_{e=1}^M -2\lambda_i p(x_i) + [H(x_2 - x_i) - H(x_i - x_2)] p_2 \\
- [H(x_1 - x_i) - H(x_i - x_1)] p_1 - (|x_2 - x_i| + 1) q_2
\]
Equation (2.82) can be expanded into two equations by placing the source node \( x_i \) at either of the nodes at the end of an element, \( x_1 \) or \( x_2 \).

When \( x_i = x_1 \) Equation (2.82) becomes:

\[
\sum_{e=1}^{M} (-p_1 + p_2 + q_1 - (1 + le)q_2) + \int_{x_1}^{x_2} G \left( N_1 \frac{\partial p_1}{\partial t} + N_2 \frac{\partial p_2}{\partial t} \right) dx = 0
\] (2.83)

When \( x_i = x_2 \):

\[
\sum_{e=1}^{M} (p_1 - p_2 + (1 + le)q_1 - q_2) + \int_{x_1}^{x_2} G \left( N_1 \frac{\partial p_1}{\partial t} + N_2 \frac{\partial p_2}{\partial t} \right) dx = 0
\] (2.84)

Equations (2.83) and (2.84) can be combined and written in matrix form as:

\[
\sum_{e=1}^{M} R_{ij} p_j + L_{ij} q_j + T_{ij} \frac{\partial p_j}{\partial t} = 0
\] (2.85)

where

\[
R = \begin{bmatrix} -1 & 1 \\ 1 & -1 \end{bmatrix}
\] (2.86)

\[
L = \begin{bmatrix} 1 & -(1 + le) \\ 1 + le & -1 \end{bmatrix}
\] (2.87)

\[
T_{ij} = \int_0^{le} G(x_i, x) N_j dx
\] (2.88)

\[
T = \begin{bmatrix} \frac{le(3+le)}{6} & \frac{le(3+2le)}{6} \\ \frac{6}{le(3+2le)} & \frac{6}{le(3+le)} \end{bmatrix}
\] (2.89)

Time is handled using finite differences:

\[
\alpha \sum_{e=1}^{M} (R_{ij} p_j + L_{ij} q_j) + (1 - \alpha) \sum_{e=1}^{M} (R_{ij} p_j + L_{ij} q_j) + T_{ij} \frac{1}{\Delta t} (p_j^{m+1} - p_j^m) = 0
\] (2.90)

The value of \( \alpha \) can be chosen to give a fully implicit, Crank-Nicolson, explicit scheme etc.
2.4.2 Two-Dimensional Problems

Steady-State Pressure Diffusion

The differences between the standard boundary element method and GEM will be made clearer by considering the application of GEM to steady-state pressure diffusion in a two-dimensional heterogenous medium. The governing differential equation is:

\[ \nabla^2 p = -\nabla \ln k \cdot \nabla p \]  

(2.91)

When Equation (2.91) is multiplied by \( G \) and integrated over the domain the following integral equation is formed:

\[ \theta_i p(r_i) + \int_{\Gamma} K_1(r, r_i)p(r) d\Gamma - \int_{\Gamma} K_2(r, r_i) \frac{\partial p(r)}{\partial n} d\Gamma = \int_{\Omega} G (-\nabla \ln k \cdot \nabla p) d\Omega \]  

(2.92)

where \( \theta_i \) is the nodal angle at \( r_i \).

Note that the left hand side of this equation is the same as the left hand side of Equation (2.9) derived as part of BEM. The Green’s function used for the two-dimensional case is:

\[ G = \ln(r - r_i) \]  

(2.93)

GEM theory now departs from standard BEM theory. BEM performs the boundary integrals on the left hand side as a sum of integrals over one-dimensional elements which discretize the boundary. Instead GEM computes the boundary integrals as a sum of integrals over the boundaries of the two-dimensional elements that discretize the domain. The two approaches are equivalent because integrals along the “internal” parts of the boundary cancel. This is shown in Figure 2.2. The arrows indicate the direction of integration around the boundaries of elements 1 and 2. Because the directions are opposite the contributions of the integrals over the segment AB cancel each other when the integrals over the boundary of elements 1 and 2 are summed. The discretized form of the integral equation is:

\[ \theta_i p(r_i) + \sum_{e=1}^{M} \int_{\Gamma^e} K_1(r, r_i)p(r) d\Gamma - \sum_{e=1}^{M} \int_{\Gamma^e} K_2(r, r_i) \frac{\partial p(r)}{\partial n} d\Gamma = \sum_{e=1}^{M} \iint_{\Omega^e} G (-\nabla \ln k \cdot \nabla p) d\Omega \]  

(2.94)
To evaluate these integrals the pressure and its normal derivative at any point within an element are expressed in terms of the values at the four nodes of the element and linear shape functions:

\[ p(x, y) = \sum_{j=1}^{4} p_j N_j \]  
\[ q(x, y) = \sum_{j=1}^{4} p_j N_j \]  

The permeability is also interpolated using shape functions:

\[ \ln k(x, y) = \sum_{j=1}^{4} \ln k_j N_j \]  

Introduction of the elemental matrices \( R, L \) and \( V \) and the use of summation notation allow the integral equation to be written more compactly as:

\[ \sum_{e=1}^{M} \left( R_{ij}^e p_j + L_{ij}^e q_j - V_{ij}^e \ln k_j p_i \right) = 0 \]  

where

\[ R_{ij}^e = \int_{\Gamma_e} \frac{\partial G(x, r_i)}{\partial n} N_j d\Gamma - \delta_{ij} \theta_i \]  
\[ L_{ij}^e = -\int_{\Gamma_e} G(r, r_i) N_j d\Gamma \]
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\[ V_{ij}^e = \int_{\Omega_e} G(r, r_i) \left[ \frac{\partial N_j}{\partial x} \frac{\partial N_l}{\partial x} + \frac{\partial N_j}{\partial y} \frac{\partial N_l}{\partial y} \right] \, d\Omega \]  \hspace{1cm} (2.101)

The elements of \( R \), \( L \) and \( V \) can be evaluated analytically for triangular and rectangular elements. The expressions for each term of the element matrices are given in Appendix A.

**Treatment of Pressure Derivative at Internal Nodes**

Equation (2.98) represents one equation per node. The equations however have two unknowns at every internal node, \( p \) and two components of \( q \). The internal pressure derivative terms are eliminated from Equation (2.98) by expressing them in terms of the nodal pressure values and derivatives of the shape functions:

\[ \frac{\partial p}{\partial x} = \frac{4}{\sum_{j=1}^{4} \frac{\partial N_j}{\partial x} p_j} \]  \hspace{1cm} (2.102)

\[ \frac{\partial p}{\partial y} = \frac{4}{\sum_{j=1}^{4} \frac{\partial N_j}{\partial y} p_j} \]  \hspace{1cm} (2.103)

This is the simplest treatment of the derivatives available. This treatment does not ensure continuity of the derivatives across the element boundaries. This problem is discussed extensively in Section 5.3.

**Transient Pressure Diffusion**

The steady-state GEM formulation can be extended to solve the transient pressure diffusion equation in a heterogeneous medium:

\[ \nabla^2 p = -\nabla \ln k \cdot \nabla p + \gamma \frac{\partial p}{\partial t} \]  \hspace{1cm} (2.104)

The fundamental procedure is the same as the steady-state case. When the differential equation has been multiplied by \( G \) and integrated over the domain the following integral equation is formed:

\[ \frac{\theta_i}{2\pi} p(r_i) + \int_G K_1(r, r_i) p(r_i) \, d\Gamma - \int_G K_2(r, r_i) \frac{\partial p(r_i)}{\partial n} \, d\Gamma = -\int_{\Omega} G\nabla \ln k \cdot \nabla p \, d\Omega + \int_{\Omega} G\gamma \frac{\partial p}{\partial t} \, d\Omega \]  \hspace{1cm} (2.105)
As in the steady-state case this equation can be written in discretized form as:

\[
\theta_i p(r_i) + \sum_{e=1}^{M} \int_{\Gamma_e} K_1(r, r_i)p(r_i) \, d\Gamma - \sum_{e=1}^{M} \int_{\Gamma_e} K_2(r, r_i) \frac{\partial p(r_i)}{\partial n} \, d\Gamma = -\sum_{e=1}^{M} \int_{\Omega_e} G\nabla \ln k \cdot \nabla p \, d\Omega + \sum_{e=1}^{M} \int_{\Omega_e} G\gamma \frac{\partial p}{\partial t} \, d\Omega
\]  

(2.106)

Introducing shape functions as before this equation be written more compactly as:

\[
\sum_{e=1}^{M} \left( R_{ij} p_j + L_{ij} q_j - V_{ijkl} \ln k_j p_l + U_{ijkl} \gamma_j \frac{\partial p_l}{\partial t} \right) = 0
\]  

(2.107)

where \( R_{ij}, L_{ij} \) and \( V_{ijkl} \) are defined by Equations (2.99), (2.100) and (2.101) and \( U_{ijkl} \) is defined by:

\[
U_{ijkl} = \int_{\Omega_e} G(r, r_i) N_j N_l \, d\Omega
\]  

(2.108)

To proceed further the time derivative is expanded as:

\[
\frac{\partial p}{\partial t} = \frac{p^{m+1} - p^m}{\Delta t}
\]  

(2.109)

A two level time integration scheme is applied to Equation (2.107) to give:

\[
\theta \sum_{e=1}^{M} \left( R_{ij} p_j^{m+1} + L_{ij} q_j^{m+1} - V_{ijkl} \ln k_j p_l^{m+1} \right) + \frac{U_{ijkl} \gamma_j}{\Delta t} p_l^{m+1}
\]

\[
+ (1 - \theta) \sum_{e=1}^{M} \left( R_{ij} p_j^m + L_{ij} q_j^m - V_{ijkl} \ln k_j p_l^m \right) - \frac{U_{ijkl} \gamma_l}{\Delta t} p_l^m = 0
\]  

(2.110)

2.5 Summary

This section has introduced the classical form of BEM. Application of BEM is only possible when the differential equation of interest contains a \( \nabla^2 \) operator. Two approaches to transforming the equation governing single phase flow in heterogeneous media were considered to allow this equation to be solved using BEM. El Harrouni et al. [13] proposed a method that required a change of variable. The changes required to the boundary conditions, especially the fact that Neumann boundary conditions become Robin boundary conditions, make this approach less attractive than the approach proposed by Taigbenu and Onyekwew [67]. Two boundary element hybrids,
DRBEM and GEM, which are capable of solving the flow equation in a heterogeneous medium were introduced. The main difference between the methods is the way they handle the terms that arise from right hand side of the integral equations. These terms need special treatment because, unlike a $\nabla^2$ term, the application of Green’s second identity does not convert the domain integral into a boundary integral. DRBEM expands the right hand side as the sum of a series of approximating functions. These functions are chosen so that they are Laplacians of particular solutions to the diffusion equation. This property means that that the series can be converted to a boundary integral. The matrix equation that results is dense and has a dimension equal to the number of nodes (both internal and external) in the problem.

GEM takes a philosophically different approach to the right hand side terms. Instead of taking measures to convert the terms from domain integrals to boundary integrals they are left as domain integrals. To do so the domain must be discretized and the boundary integrals on the left hand side must be treated as a sum of integrals over the boundaries of all the two-dimensional elements that form the domain. The chief advantage in doing so is the form of the resulting matrix equation which is large and sparse instead of dense. In two dimensions the matrix has nine bands as opposed to the five bands that would arise from a standard finite difference formulation.

The following chapters discuss both DRBEM and GEM. DRBEM is considered because it is a central technique for solving BEM problems that include domain integrals. The dense matrix structure is a major disadvantage for practical reservoir engineering problems however, so most of the examples presented only consider GEM. Numerical results comparing DRBEM and GEM, and assessing the accuracy of GEM are presented in Appendix C. These results show GEM is more accurate than DRBEM for the example considered, and that the one-dimensional GEM formulation is more accurate than the two-dimensional GEM formulation.
Chapter 3

Pressure Transient Analysis

The first reservoir engineering problem considered using the Green Element Method (GEM) is the modeling of single-phase well tests in heterogeneous porous media. Singularity programming is incorporated with GEM to do so. The first step in this analysis is the derivation of the differential equation governing the nonsingular component of the flow. This equation is then developed into an integral equation and discretized. The results are compared to analytical solutions and finite difference simulations. These results show that finite difference simulations of well tests are hampered by numerical artifacts not present in the GEM approach.

3.1 Theory

3.1.1 Application of Singularity Programming

Masukawa and Horne [38] and Sato [57] applied singularity programming in conjunction with boundary element methods to compute pressure transients. Unlike the current study Sato’s solution was performed in Laplace space. Singularity programming decomposes the solution into singular and nonsingular components:

\[ p_D = p_D^{ns} + p_D^s \]  \hspace{1cm} (3.1)

The singular solution used in this work is based on the pressure response of a well flowing at a given rate in an infinite homogeneous reservoir with uniform permeability,
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$k_0$ (Dake, [11]):

$$p^* = p_i - \frac{q \mu}{4\pi k_0 h} Ei \left( \frac{\phi \mu c \tau^2}{4k_0 t} \right)$$

Out of regard for numerical stability dimensionless variables were used in the implementation of the singularity programming. The choice of dimensionless variables in this work follows that of Sato [57]:

$$p_D = \frac{p_i - p}{p_i}$$

$$x_D = \frac{x}{\sqrt{A}}$$

$$y_D = \frac{y}{\sqrt{A}}$$

$$q_D = -\frac{q \mu}{4\pi k_0 h p_i}$$

$$t_D = \frac{k_0 t}{\phi \mu c t_A}$$

Using this choice of variables the singular solution is:

$$p_D^* = -q_D Ei \left( \frac{r_D^2}{4t_D} \right)$$

where $Ei(x)$ is the exponential integral:

$$Ei(x) = \int_x^\infty \frac{e^{-s}}{s} ds$$

To apply singularity programming in a heterogeneous reservoir careful consideration must be made of the nonsingular solution. The GEM solution scheme will be used to solve for the nonsingular solution. To ascertain what differential equation must be solved for the nonsingular solution consider the equations that govern the pressure and the singular part of the pressure. The pressure satisfies:

$$\nabla^2 p_D = k_0 \frac{\partial p_D}{\partial t_D} - \nabla \ln k \cdot \nabla p_D$$

The singular part of the pressure solution given in Equation (3.2) satisfies:

$$\nabla^2 p_D^* = \frac{\partial p_D^*}{\partial t_D}$$
Subtracting Equation (3.11) from (3.10) gives:

\[ \nabla^2 p_D - \nabla^2 p_s = k_o \frac{\partial p_D}{\partial t_D} - \frac{\partial p_s^s}{\partial t_D} - \nabla \ln k \cdot \nabla p_D \]  

(3.12)

Noting that \( p_D = p_{ns}^D + p_s^D \) Equation (3.12) can be simplified to:

\[ \nabla^2 p_{ns}^D = k_o \frac{\partial p_{ns}^D}{\partial t_D} + \left( \frac{k_o}{k} - 1 \right) \frac{\partial p_s^s}{\partial t_D} - \nabla \ln k \cdot \nabla (p_{ns}^D + p_s^D) \]  

(3.13)

The right-hand side of Equation (3.13) includes both the singular and nonsingular solutions. This does not present a problem however since the singular solution is known and can be incorporated easily into the boundary element solution.

Useful Derivatives

Equation (3.13) requires the derivatives of the singular solution with respect to time and space. These expressions are:

\[ \frac{\partial p_s^s}{\partial t_D} = \exp\left(\frac{-r_D^2}{t_D}\right) \frac{q_D}{t_D} \]  

(3.14)

\[ \frac{\partial p_s^s}{\partial x_D} = -2 \exp\left(\frac{-r_D^2}{t_D}\right) \frac{q_D x_D}{r_D^2} \]  

(3.15)

\[ \frac{\partial p_s^s}{\partial y_D} = -2 \exp\left(\frac{-r_D^2}{t_D}\right) \frac{q_D y_D}{r_D^2} \]  

(3.16)

3.1.2 Derivation of the Green Element Scheme

To transform Equation (3.13) into an integral equation suitable for solution with GEM the right-hand-side terms, which do not depend on time or space derivatives of \( p_{ns}^D \), are collected together:

\[ \nabla^2 p_{ns}^D = \frac{k_o}{k} \frac{\partial p_{ns}^D}{\partial t_D} - \nabla \ln k \cdot \nabla (p_{ns}^D) + f \]  

(3.17)

where

\[ f = \left( \frac{k_o}{k} - 1 \right) \frac{\partial p_s^s}{\partial t_D} - \nabla \ln k \cdot \nabla (p_s^s) \]  

(3.18)
Equation (3.17) can be cast as an integral equation in the usual manner by multiplying it by $G$ and integrating over the domain:

$$\frac{\theta_i}{2\pi} p_{D}^{n_s}(r_i) + \int_{\Gamma} K_1(r, r_i) p_{D}^{n_s}(r) d\Gamma - \int_{\Gamma} K_2(r, r_i) \frac{\partial p_{D}^{n_s}(r)}{\partial n} d\Gamma$$

$$= \int_{\Omega} G \left( \frac{k_0}{k} \frac{\partial p_{D}^{n_s}}{\partial t_D} - \nabla \ln k \cdot \nabla p_{D}^{n_s} + f \right) d\Omega$$  (3.19)

The integrals in Equation (3.19) are then written as summations over the elements:

$$\frac{\theta_i}{2\pi} p_{D}^{n_s}(r_i) + \sum_{e=1}^{M} \int_{\Gamma^e} K_1(r, r_i) p_{D}^{n_s}(r) d\Gamma - \sum_{e=1}^{M} \int_{\Gamma^e} K_2(r, r_i) \frac{\partial p_{D}^{n_s}(r)}{\partial n} d\Gamma$$

$$= \sum_{e=1}^{M} \int_{\Omega^e} G \left( \frac{k_0}{k} \frac{\partial p_{D}^{n_s}}{\partial t_D} - \nabla \ln k \cdot \nabla p_{D}^{n_s} + f \right) d\Omega$$  (3.20)

Equation (3.20) can be written in a more compact form in terms of the element matrices $R, L, U, V$ and $T$:

$$\sum_{e=1}^{M} \left( R_{ij} p_j + L_{ij} q_j - U_{ijl} \frac{k_0}{k_{ij}} \frac{\partial p}{\partial t_D} - V_{ijl} \ln k_p p_l + T_{ij} f_j \right) = 0$$  (3.21)

Note that in Equation (3.21) the subscript and superscript have been dropped from $p_{D}^{n_s}$ for clarity.

The element matrices $R, L, V$ and $U$ have been defined previously in Equations (2.99), (2.100), (2.101) and (2.108). The definition of the matrix $T$ is:

$$T_{ij} = \int_{\Omega^e} G(r, r_i) N_j \ d\Omega$$  (3.22)

The expressions for all the terms in the element matrices are given in Appendix A. Equation (3.21) was solved using a fully implicit treatment i.e:

$$\sum_{e=1}^{M} \left( R_{ij} p_j^{m+1} + L_{ij} q_j^{m+1} - U_{ijl} \frac{k_0}{k_{ij}} \frac{p_l^{m+1} - p_l^m}{\Delta t} - V_{ijl} \ln k_p p_l^{m+1} + T_{ij} f_j^{m+1} \right) = 0$$  (3.23)

### 3.1.3 Well Test Simulation without Singularity Programming

To assess the effectiveness of singularity programming in conjunction with GEM in the simulation of well tests, a GEM scheme was derived without singularity programming.
This scheme treated the well as a source/sink term. The well block pressure was converted into a bottom hole pressure using the Peaceman [50] well index in the same manner as common finite difference simulators. The well index is defined by:

$$q_w = WI \frac{1}{\mu} (p_{block} - p_w)$$  \hspace{1cm} (3.24)

where

$$WI = \frac{2\pi k h}{\ln \left( \frac{r_o}{r_w} \right) + S}$$  \hspace{1cm} (3.25)

$$\frac{r_o}{a} = \exp \left( -\frac{\pi}{2} \right)$$  \hspace{1cm} (3.26)

where $a$ is the side length of the square cell containing the well.

The differential equation governing the problem was presented by Sato [57]. Without loss of generality the current analysis is restricted to homogeneous media:

$$\nabla^2 p = \frac{\phi \mu c_t}{k} \frac{\partial p}{\partial t} + \sum_{l=1}^{N_w} \mu k q'_l$$  \hspace{1cm} (3.27)

where $q'$ is a sink (for a production well) with a strength given in units of fluid volume per reservoir volume per unit time.

Equation (3.27) is then nondimensionalised using the dimensionless variables defined in Section 3.1.1:

$$\nabla^2 p_D = \frac{\partial p_D}{\partial t_D} + \sum_{l=1}^{N_w} q'_{D_l} \delta(x_D - x_{D_l}) \delta(y_D - y_{D_l})$$  \hspace{1cm} (3.28)

The Dirac delta terms in Equation (3.28) specify the well locations precisely. The Green Element Method is now applied to Equation (3.28). After multiplying by $G$ and integrating over the domain, $\Omega$, the integral form of Equation (3.28) is:

$$\int_G \frac{\theta_i}{2\pi} p_D^{ns}(r_i) + \int_{\Gamma} K_1(r, r_i)p_D^{ns}(r)d\Gamma - \int_{\Gamma} K_2(r, r_i) \frac{\partial p_D^{ns}(r)}{\partial n} d\Gamma$$

$$\int_{\Omega} G \left( \frac{\partial p_D^{ns}}{\partial t_D} + \sum_{l=1}^{N_w} q'_{D_l} \delta(x_D - x_{D_l}) \delta(y_D - y_{D_l}) \right) d\Omega$$  \hspace{1cm} (3.29)

When the domain is discretized and shape functions are introduced, the integrals in Equation (3.29) can be expressed as summations of integrals over the elements, as
in the previous GEM formulations:

\[
\frac{1}{2\pi} \rho_i p_D^{ns}(r_i) + \sum_{e=1}^{M} \int_{\Gamma_e} K_1(r, r_i)p_D^{ns}(r) d\Gamma - \sum_{e=1}^{M} \int_{\Gamma_e} K_2(r, r_i) \frac{\partial p_D^{ns}(r)}{\partial n} d\Gamma \\
= \sum_{e=1}^{M} \iint_{Q_e} G \left( \frac{\partial p_D^{ns}}{\partial t_D} + \sum_{l=1}^{N_w} q'_{D_l} \delta(x_D - x_{D_l}) \delta(y_D - y_{D_l}) \right) d\Omega
\] (3.30)

Introducing the element matrices \( R, L \) and \( T \), defined by Equations (2.99), (2.100) and (3.22) Equation (3.29) can be written more compactly as:

\[
\sum_{e=1}^{M} \left( R_{ij} p_{D_j} + L_{ij} q_{D_j} - T_{ij} \frac{\partial p_D}{\partial t_D} - Q_j \right) = 0
\] (3.31)

where \( Q_i \) accounts for the integral of the sink term. In previous GEM derivations all the right hand side terms were integrated in terms of shape functions. The special nature of the Dirac delta functions in the sink term means the sink term can be integrated analytically without introducing any shape functions.

If node \( i \) is in the wellblock then:

\[
Q_i = q'_{D_i} \ln \left( \sqrt{(x_{D_i} - x_i)^2 + (y_{D_i} - y_i)^2} \right)
\] (3.32)

otherwise

\[
Q_i = 0
\] (3.33)

Equation (3.31) was solved using a fully implicit treatment.

### 3.2 Results

#### 3.2.1 Examples 1 and 2: Comparison to Analytical Solutions

**Example 1: Well Test in a Closed Reservoir**

To test the combination of singularity programming and GEM a pressure transient was computed and compared to a transient generated analytically. The reservoir properties are given in Table 3.1.

The grid used for the GEM solution of the nonsingular component of the problem was a 10 by 10 mesh. The well was located in the center of the reservoir. Constant
pressure boundaries were imposed on all sides. The resulting drawdowns are compared to the analytical solution in Figure 3.1. The agreement between the GEM and analytical solutions is excellent.

**Example 2: Interference Test**

An interference test was simulated using GEM in a square reservoir, 3000ft by 3000ft. The remaining properties are the same as in Example 1. The mesh used was 20 elements by 20 elements for this case. The observation well was placed three elements to the east and three elements to the south of the production well. This corresponds to a radius of 636.4ft from the producer. For comparison, the pressure transient at the observation well was also generated analytically using the method of images.

Figure 3.2 shows the pressure transient generated when constant pressure boundaries were applied on all sides of the reservoir. Figure 3.3 shows the transient generated when the reservoir has closed boundaries. The agreement between the GEM solution and the analytical solution in both cases is very close. The small steps in each curve for the constant pressure case occur because the data was only reported to two decimal places.

Table 3.1: Examples 1 and 2 - Reservoir properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>150 $md$</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\mu$</td>
<td>1 $cp$</td>
</tr>
<tr>
<td>$p_i$</td>
<td>2000 $psi$</td>
</tr>
<tr>
<td>$q_w$</td>
<td>50 STB/d</td>
</tr>
<tr>
<td>$c_t$</td>
<td>$10\cdot10^{-6}$ $psi^{-1}$</td>
</tr>
<tr>
<td>$r_w$</td>
<td>0.3 $ft$</td>
</tr>
<tr>
<td>$h$</td>
<td>50 $ft$</td>
</tr>
<tr>
<td>Length</td>
<td>3000 $ft$</td>
</tr>
<tr>
<td>Width</td>
<td>2500 $ft$</td>
</tr>
</tbody>
</table>
Figure 3.1: Example 1 - GEM + singularity programming

Figure 3.2: Example 2 - Interference testing, constant pressure boundaries
3.2.2 Examples 3 and 4: Comparison to Finite Difference Solutions

Example 3: Reservoir with Closed Boundaries

The value of using singularity programming in combination with the Green Element Method can be demonstrated by comparing well tests simulated using this technique to well tests simulated using the finite difference simulator Eclipse. The first example is a well test in a closed square reservoir. The well is located at the center of the reservoir. The simulator uses a standard Peaceman [50] well index. The reservoir properties are given in Table 3.2.

The GEM solution used a mesh of 21 by 21 nodes and the Eclipse simulation used a grid of 21 by 21 cells. No local grid refinement was used in the Eclipse simulation. The reservoir is homogeneous, so an analytical solution could be generated for this problem. The Eclipse simulation is compared to this analytical solution in Figure 3.4. The GEM simulation is shown in Figure 3.5.

The well test response calculated using Eclipse appears to shows some wellbore
storage effects, however these are artifacts of the finite difference computation approach. In the late part of the well test the data simulated using Eclipse did not sense the closed boundary until much later than it should have.

The poor performance of the finite difference method in reproducing the pressure derivative curve was investigated further by running more finite difference simulations. To assess the role of gridding the simulation was repeated with both uniform and nonuniform grids. The grid parameters used are shown in Table 3.3. For the nonuniform cases the geometric factor is the ratio between adjacent grid cell sizes i.e. in the last case the cell containing the well is 5ft by 5ft and the adjacent cells are 6.5ft by 6.5ft. The grid used for the first nonuniform case is shown in Figure 3.6.

The time stepping scheme was the same for all the models, both GEM and finite difference. The finite difference solution was calculated and reported in the following manner:

- 10 steps of 0.0001 days
- 10 steps of 0.001 days
- 10 steps of 0.01 days
- 20 steps of 0.1 days
- all subsequent time steps one day
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Figure 3.4: Example 3 - Finite difference simulation of well test in closed reservoir

Figure 3.5: Example 3 - GEM simulation of well test in a closed reservoir
### Table 3.3: Example 3 - Gridding study

<table>
<thead>
<tr>
<th>Number of cells</th>
<th>$dx = dy$, ft</th>
<th>Gridding style</th>
<th>Geometric Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 by 11</td>
<td>272.72</td>
<td>Uniform</td>
<td>N/A</td>
</tr>
<tr>
<td>21 by 21</td>
<td>142.85</td>
<td>Uniform</td>
<td>N/A</td>
</tr>
<tr>
<td>41 by 41</td>
<td>73.17</td>
<td>Uniform</td>
<td>N/A</td>
</tr>
<tr>
<td>101 by 101</td>
<td>29.70</td>
<td>Uniform</td>
<td>N/A</td>
</tr>
<tr>
<td>37 by 37</td>
<td>10 to 223.83</td>
<td>Nonuniform</td>
<td>1.2</td>
</tr>
<tr>
<td>45 by 45</td>
<td>5 to 189.68</td>
<td>Nonuniform</td>
<td>1.2</td>
</tr>
<tr>
<td>35 by 35</td>
<td>5 to 215.73</td>
<td>Nonuniform</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Figure 3.6: Example 3 - Nonuniform grid

Geometric factor = $a/b$
The finite difference simulator was able to compute the solution at intermediate times also if its time step control algorithm required it.

The pressure and pressure derivative curves computed using the uniform and nonuniform grids are shown in Figures 3.7 to 3.12. The derivative curves for all the uniformly gridded cases show that the effect of the boundary on the derivative curve is resolved better as the grid is refined. However even when the grid is refined to 101 by 101 cells the boundary location is still sensed incorrectly. All the uniformly gridded cases exhibit a period of infinite-acting radial flow before sensing the closed reservoir boundary. The nonuniformly gridded cases performed worse than the uniformly gridded cases in their reproduction of the pressure derivative. The infinite-acting radial flow period did not appear. Instead of remaining level during the time corresponding to infinite-acting radial flow the derivative maintains a steady downward slope.

The effects of the errors in the pressure derivative curve in this suite of finite difference simulations were quantified by treating each one as data in a well test analysis. The interpretation was performed using a standard regression procedure. The estimates for skin and permeability from the regression are highly correlated so
Figure 3.8: Example 3 - Pressure derivative for uniform 41 by 41 grid case

Figure 3.9: Example 3 - Pressure derivative for uniform 101 by 101 grid case
Figure 3.10: Example 3 - Pressure derivative for nonuniform grid case 1

Figure 3.11: Example 3 - Pressure derivative for nonuniform grid case 2
the skin was set to zero in each case to ensure the treatment of the permeability was consistent. The initial pressure was also fixed at its true value of 2000psi. The wellbore storage coefficient was set to zero. Regression was used to determine the reservoir permeability and the location of the boundaries. The results are shown in Table 3.4. Recall that the true permeability is 150md and the true boundary location is 1500ft. The uniformly gridded cases all predict permeability values of 154-161md, which is due to the regression trying to fit the early time derivative data which appear to show wellbore storage. If the fit is performed manually ignoring this data the true permeability of 150md is predicted.

**Example 4: Reservoir with Constant Pressure Boundaries**

A well test was simulated in a reservoir with the properties given in Table 3.2. The well was located in the center of the reservoir and constant pressure boundary conditions were applied on all sides. Eclipse was used to simulate the well test The constant pressure boundary was simulated by putting injection wells in every cell along the boundary. The resulting well test response is shown in Figure 3.13. The effect of the
constant pressure boundary was not well matched on the derivative curve. The same well test was simulated using GEM combined with singularity programming. The transient is shown in Figure 3.14. This simulation captures the effect of the constant pressure boundary accurately also.

### 3.2.3 Example 5: Interference Test

The interference test simulated using GEM in Example 2 was repeated using a finite difference simulator. The pressure response is shown in Figure 3.15. The same interference test was simulated in Section 3.2.1 (see Figure 3.3) and compared to an analytical solution. GEM produced an accurate match to the pressure response. The finite difference simulator did not accurately match the pressure response.

### 3.2.4 Examples 6 and 7: Well Test Simulation without Singularity Programming

Two wells tests were modeled to study the performance of the GEM simulation scheme without singularity programming. The set of reservoir properties given in Table 3.5 were common to both models. The boundary conditions applied were constant pressure boundary conditions.

To assess how the strength of the singularity affects the computed results two
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Figure 3.13: Example 4 - Finite difference simulation of well test in a reservoir with constant pressure boundaries

Figure 3.14: Example 4 - GEM simulation of well test in a reservoir with constant pressure boundaries
Figure 3.15: Example 5 - Finite difference simulation of an interference test in a closed reservoir

Table 3.5: Examples 6 and 7 - Reservoir properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\mu$</td>
<td>1cp</td>
</tr>
<tr>
<td>$p_i$</td>
<td>2000 psi</td>
</tr>
<tr>
<td>$c_t$</td>
<td>1e-06</td>
</tr>
<tr>
<td>$r_w$</td>
<td>0.3ft</td>
</tr>
<tr>
<td>$h$</td>
<td>50ft</td>
</tr>
<tr>
<td>Length</td>
<td>3000ft</td>
</tr>
<tr>
<td>Width</td>
<td>3000ft</td>
</tr>
</tbody>
</table>
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Figure 3.16: Example 6 - GEM simulation without singularity programming

Figure 3.17: Example 7 - GEM simulation without singularity programming - example two
cases were considered. In the first case (Example 6), \( k = 100 \text{md} \) and \( q_w = 100 \text{STB/d} \) and in the second case (Example 7) \( k = 150 \text{md} \) and \( q_w = 50 \text{STB/d} \). The singularity in Example 6 is three times stronger than in Example 7. The pressure and pressure derivative curves computed when Example 6 and Example 7 were simulated using GEM without singularity programming are shown in Figures 3.16 and 3.17. The analytical versions of these curves are presented for comparison.

Figures 3.16 and 3.17 show that when singularity programming is not used the match to the pressure is not as precise as when singularity is applied (compare to Example 4, Figure 3.14). The early time behavior of the derivative curve is matched poorly. Figure 3.18 illustrates how this poorly matched derivative curve could be interpreted if it were treated as true data in a classical well test analysis. The match was performed on the derivative, and gave rise to the estimates shown in Table 3.6.

The values in Table 3.6 are clearly erroneous, they demonstrate the artificial wellbore storage effect that occurs in this method as the well drains the grid block it is located in. Singularity programming is successful in avoiding this artificial effect.
Table 3.6: Example 6 - Regression matched parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Confidence Interval</th>
<th>True Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>6.46 stb/psi</td>
<td>± 6.2e02 %</td>
<td>0 STB/psi</td>
</tr>
<tr>
<td>S</td>
<td>-7.62</td>
<td>± 2.7 %</td>
<td>0</td>
</tr>
<tr>
<td>k</td>
<td>48md</td>
<td>± 2.1e02%</td>
<td>50 md</td>
</tr>
</tbody>
</table>

### 3.3 Discussion

The simulated well test examples show that the combination of GEM and singularity programming can reproduce pressure transients accurately in comparison to analytical models. The proposed method was able to reproduce the pressure derivative curve much more accurately than conventional finite difference simulation. The combination of GEM and singularity programming was shown to be highly accurate for simulating interference tests as well as standard single-well pressure transient tests. The use of singularity programming was shown to be a key component of the proposed method. When singularity programming was replaced by the use of a Peaceman [50] well index the accuracy of the method suffered significantly. The Peaceman well index is not strictly appropriate for modeling pressure transient tests because it was derived for single-phase, steady-state, radial flow in a homogeneous reservoir. Sato [57] showed that singularity programming was a useful tool when applied in conjunction with the perturbation boundary element method. Russell and Wheeler[56] advocate the use of singularity programming in their finite element schemes. The well test modeled in Example 6 when singularity programming was not used was also simulated using Eclipse. Neither the GEM scheme nor the finite difference scheme used by Eclipse produced an accurate derivative match, however the GEM simulation demonstrates an important feature of boundary element methods. Example 3 shows that the effect of a closed boundary on the pressure derivative could not be reproduced accurately by Eclipse. Using nonuniform gridding exacerbated this problem and caused the infinite-acting radial flow period to be misrepresented in the pressure derivative curve. GEM in conjunction with singularity programming produced accurate matches to every
pressure transient considered without being hampered by numerical artifacts.
Chapter 4

Convection Diffusion Equation

The following section considers tracer flow in one- and two-dimensional media. The flow examples presented include both homogeneous and heterogeneous media problems.

In all cases the differential equation governing the flow is:

\[ \nabla^2 c = \frac{1}{D} \left( v \cdot \nabla c + \frac{\partial c}{\partial t} \right) \]  \hspace{1cm} (4.1)

where \( c \) is the tracer concentration, \( D \) is the diffusion coefficient and \( v \) is the velocity. The examples present calculations performed using DRBEM and GEM.

4.1 Theory

4.1.1 Dual Reciprocity Boundary Element Method

The Dual Reciprocity Boundary Element Method can be applied to the convection-diffusion equation in the same manner as the pressure diffusion equation described in Sections 2.3.1 and 2.3.2. For the convection-diffusion equation the right hand side \( b \) contains the convective and transient terms:

\[ b = \frac{1}{D} \left( v \cdot \nabla c + \frac{\partial c}{\partial t} \right) \]  \hspace{1cm} (4.2)
As in the case of the diffusion equation the right hand side is then expanded as the sum of a series of approximating functions, \( f_j \): 

\[
b = \sum_{j=1}^{N+L} \alpha_j f_j \quad (4.3)
\]

The expansion of the right hand side (Equation (4.3)) means that the left hand side of Equation (4.1) can be written as:

\[
\nabla^2 c = \sum_{j=1}^{N+L} \alpha_j \nabla^2 \hat{c}_j \quad (4.4)
\]

where

\[
\nabla^2 \hat{c}_j = f_j \quad (4.5)
\]

Multiplying Equation (4.4) by \( G \), integrating over the domain and writing the result in matrix form gives:

\[
Ac - Bq = \sum_{j=1}^{N+L} \alpha_j (A\hat{c}_j - B\hat{q}_j) \quad (4.6)
\]

The terms in the \( A \) and \( B \) matrices are the same as for the diffusion equation case. Before Equation (4.6) can be solved for the concentration the weights \( \alpha_j \) must be determined. The weights are determined by recalling that the weighted sum of the approximating functions is set equal to the right hand vector \( b \).

\[
b = \sum_{j=1}^{N+L} \alpha_j f_j = \frac{1}{D} \left( v_x \frac{\partial c}{\partial x} + v_y \frac{\partial c}{\partial y} + \frac{\partial c}{\partial t} \right) \quad (4.7)
\]

This can be written in matrix form as:

\[
F \alpha = \frac{1}{D} \left( v_x \frac{\partial c}{\partial x} + v_y \frac{\partial c}{\partial y} + \frac{\partial c}{\partial t} \right) \quad (4.8)
\]

Premultiplying Equation (4.8) by \( F^{-1} \) allows \( \alpha \) to be defined as:

\[
\alpha = F^{-1} \frac{1}{D} \left( v_x \frac{\partial c}{\partial x} + v_y \frac{\partial c}{\partial y} + \frac{\partial c}{\partial t} \right) \quad (4.9)
\]

For further progress to be made the spatial derivatives of concentration in Equation (4.9) must be expressed in terms of concentration. This can be achieved by defining
a second set of weights, $\beta$, which relate the approximating functions to the concentration.

$$c = F\beta$$

(4.10)

therefore

$$\beta = F^{-1}c$$

(4.11)

$$\frac{\partial c}{\partial x} = \frac{\partial F}{\partial x} \beta$$

(4.12)

Substituting Equation (4.11) into (4.12) gives:

$$\frac{\partial c}{\partial x} = \frac{\partial F}{\partial x} F^{-1}c$$

(4.13)

Combining Equations (4.13), (4.9) and (4.6) gives the final matrix equation for the DRBEM solution of the convection-diffusion equation:

$$Hc - Gq = \frac{1}{D} (H\dot{c} - G\dot{q}) F^{-1} \left( v_x \frac{\partial F}{\partial x} F^{-1}c + v_y \frac{\partial F}{\partial y} F^{-1}c + \frac{\partial c}{\partial t} \right)$$

(4.14)

This can be written more compactly by defining the matrices $S$ and $R$ as:

$$S = -\frac{1}{D} (H\dot{c} - G\dot{q}) F^{-1}$$

(4.15)

$$R = S \left( v_x \frac{\partial F}{\partial x} F^{-1}c + v_y \frac{\partial F}{\partial y} F^{-1}c \right)$$

(4.16)

The DRBEM scheme can then be written as:

$$(H + R)c + S \frac{\partial c}{\partial t} = Gq$$

(4.17)

### 4.1.2 Green Element Method

The Green Element Method can also be applied to the convection-diffusion equation, Equation (4.1). Initially the diffusion coefficient, $D$ and the velocity, $v$ are assumed to be constant. This assumption will ultimately be relaxed however. As in prior GEM derivations the procedure begins by multiplying the governing differential equation by $G$ and integrating. This results in an integral form of the equation as shown as follows for different types of model.
One-Dimensional Model

The Green’s function applied in the case of the convection-diffusion equation is the same as that used for the diffusion equation: The solution to Equation (2.72) is:

\[ G(x_i, x) = \frac{1}{2}(|x_i - x| + le) \]  

(4.18)

where \( le \) is an arbitrary constant taken to be the length of the element.

Equation (4.1) can be cast as an integral equation by substituting Equations (4.18) and (4.1) into Green’s second identity, Equation (2.74). The resulting integral equation is:

\[ c \frac{\partial G}{\partial x} \bigg|_{0}^{L} - G \frac{\partial c}{\partial x} \bigg|_{0}^{L} = \int_{0}^{L} \left( c\delta(x - x_i) - G \frac{1}{D} \left( v \frac{\partial c}{\partial x} + \frac{\partial c}{\partial t} \right) \right) dx \]  

(4.19)

As in the transient diffusion case the final integral equation is derived from Equation (4.19) by noting the properties of the Dirac delta function:

\[ -\lambda_i c(x_i) + \left[ c \frac{\partial G}{\partial x} - G \frac{\partial c}{\partial x} \right]_0^L + \int_0^L \frac{1}{D} \left( v \frac{\partial c}{\partial x} + \frac{\partial c}{\partial t} \right) dx = 0 \]  

(4.20)

where \( \lambda_i = 1 \) at points within the domain and \( \lambda_i = 0.5 \) at the end nodes.

GEM proceeds by discretising the domain into elements. Equation (4.20) is evaluated as a summation over these elements:

\[ \sum_{e=1}^{M} \left( -\lambda_i c(x_i) + \left[ c \frac{\partial G}{\partial x} - G \frac{\partial c}{\partial x} \right]_{x_1}^{x_2} + \int_{x_1}^{x_2} \frac{1}{D} \left( v \frac{\partial c}{\partial x} + \frac{\partial c}{\partial t} \right) dx \right) = 0 \]  

(4.21)

where \( M \) is the total number elements.

Shape functions are now introduced to approximate \( c \) and \( \frac{\partial c}{\partial x} \) (denoted as \( q \)) over the element in terms of the nodal values at the end of each element. In this case linear shape functions will be used:

\[ c = N_1c_1 + N_2c_2 \]  

(4.22)

\[ q = N_1q_1 + N_2q_2 \]  

(4.23)

Substituting the spatial derivative of the Green’s function Equation (2.80), the Heaviside step function, Equation (2.81), and the shape functions, Equations (4.22)
and (4.23) into Equation (4.21) gives:

\[
\sum_{e=1}^{M} -2\lambda_i c(x_i) + [H(x_2 - x_i) - H(x_i - x_2)]c_2 \\
- [H(x_1 - x_i) - H(x_i - x_1)]c_1 - (|x_2 - x_i| + 1)q_2 \\
+(|x_1 - x_i| + 1)q_1 + \int_{x_1}^{x_2} G \frac{1}{D} \left( N_1 \frac{\partial c_1}{\partial t} + N_2 \frac{\partial c_2}{\partial t} + \frac{v}{D} (N_1 q_1 + N_2 q_2) \right) dx = 0 \tag{4.24}
\]

Equation (4.24) can be used to generate two separate equations depending whether \(x_i = x_1\) or \(x_i = x_2\). When \(x_i = x_1\):

\[
\sum_{e=1}^{M} -c_1 + c_2 + q_1 - (|x_2 - x_1| + 1)q_2 \\
+ \int_{x_1}^{x_2} G \frac{1}{D} \left( N_1 \frac{\partial c_1}{\partial t} + N_2 \frac{\partial c_2}{\partial t} + \frac{v}{D} (N_1 q_1 + N_2 q_2) \right) dx = 0 \tag{4.25}
\]

When \(x_i = x_2\):

\[
\sum_{e=1}^{M} -c_2 + c_1 - q_2 + (|x_1 - x_2| + 1)q_1 \\
+ \int_{x_1}^{x_2} G \frac{1}{D} \left( N_1 \frac{\partial c_1}{\partial t} + N_2 \frac{\partial c_2}{\partial t} + \frac{v}{D} (N_1 q_1 + N_2 q_2) \right) dx = 0 \tag{4.26}
\]

Equations (4.25) and (4.26) can be written more compactly as:

\[
\sum_{e=1}^{M} \left( R_{ij}^e c_j + (L_{ij}^e + U_{ij} \frac{v_j}{D}) q_j + T_{ij}^e \frac{\partial c_j}{\partial t} \right) = 0 \tag{4.27}
\]

where \(R_{ij}\), \(L_{ij}\) and \(T_{ij}\) were defined in Chapter 2 by Equations (2.86), (2.87) and (2.88). \(U_{ijl}\) is defined by:

\[
U_{ijl} = \int_{\Gamma^e} G(r, r_i) N_j N_l d\Gamma \tag{4.28}
\]

\[
U_{1ijl} = \frac{l_e}{12} \begin{bmatrix} 4 + l_e & 2 + l_e \\ 2 + l_e & 4 + 3l_e \end{bmatrix} 
\]

\[
U_{2ijl} = \frac{l_e}{12} \begin{bmatrix} 4 + 3l_e & 2 + l_e \\ 2 + l_e & 4 + l_e \end{bmatrix} \tag{4.30}
\]
Two-Dimensional Model

The integral form of the convection-diffusion equation, Equation (4.1), in two dimensions is:

\[ \frac{\theta_i}{2\pi} c(r_i) + \int \nabla K_1(r, r_i) c(r_i) d\Gamma - \int \nabla K_2(r, r_i) \frac{\partial c(r_i)}{\partial n} d\Gamma \]

\[ = \int_{\Omega} G \frac{1}{D} \frac{\partial c}{\partial t} d\Omega + \int_{\Omega} G \frac{1}{D} \left( v_x \frac{\partial c}{\partial x} + v_y \frac{\partial c}{\partial y} \right) d\Omega \quad (4.31) \]

Since most of the terms in the current derivation are the same as the transient diffusion case this derivation will focus on the convective terms. The first step is to write the integral involving the convective terms as a sum of element integrals:

\[ \int_{\Omega} G \frac{1}{D} \left( v_x \frac{\partial c}{\partial x} + v_y \frac{\partial c}{\partial y} \right) d\Omega = \sum_{e=1}^{M} \int_{\Omega^e} G \frac{1}{D} \left( v_x \frac{\partial c}{\partial x} + v_y \frac{\partial c}{\partial y} \right) d\Omega \quad (4.32) \]

The nodal concentrations are then interpolated using shape functions. The derivatives of the concentration are expressed in terms of the nodal concentrations and derivatives of the shape functions:

\[ \frac{\partial c}{\partial x} = \frac{\partial N_j}{\partial x} c_j \quad (4.33) \]
\[ \frac{\partial c}{\partial y} = \frac{\partial N_j}{\partial y} c_j \quad (4.34) \]

The right hand side of Equation (4.32) can be written more compactly as:

\[ \sum_{e=1}^{M} \int_{\Omega^e} G \frac{1}{D} \left( v_x \frac{\partial c}{\partial x} + v_y \frac{\partial c}{\partial y} \right) d\Omega = \frac{1}{D} \left( v_x P_{ij}^e + v_y S_{ij}^e \right) c_j \quad (4.35) \]

where

\[ P_{ij}^e = \int_{\Omega^e} G(r, r_i) \frac{\partial N_j}{\partial x} d\Omega \quad (4.36) \]
\[ S_{ij}^e = \int_{\Omega^e} G(r, r_i) \frac{\partial N_j}{\partial y} d\Omega \quad (4.37) \]

Now that the form of the convective terms has been established the full GEM formulation can be written as:

\[ \sum_{e=1}^{M} \left( R_{ij}^e c_j + L_{ij}^e q_j - \frac{1}{D} \left( v_x P_{ij}^e + v_y S_{ij}^e \right) c_j - T_{ij}^e \frac{\partial c_j}{\partial t} \right) = 0 \quad (4.38) \]
The time derivative is expanded as:

\[
\frac{\partial c}{\partial t} = \frac{c^{m+1} - c^m}{\Delta t}
\]  

(4.39)

A two-level time integration scheme is applied to Equation (4.38) to give:

\[
\sum_{e=1}^{M} \theta \left( R_{ij}^e c_{j}^{m+1} + L_{ij}^e q_{j}^{m+1} - \frac{1}{D} \left( v_x P_{ij}^e c_{j}^{m+1} + v_y S_{ij}^e c_{j}^{m+1} \right) \right) + \\
(1 - \theta) \left( R_{ij}^e c_{j}^{m} + L_{ij}^e q_{j}^{m} - \frac{1}{D} \left( v_x P_{ij}^e c_{j}^{m} + v_y S_{ij}^e c_{j}^{m} \right) \right) - T_{ij}^e \frac{\partial c_j}{\partial t} = 0
\]  

(4.40)

### 4.2 Results

#### 4.2.1 Example 8: One-Dimensional Tracer Flow

The performance of DRBEM and GEM for solving one-dimensional tracer flow problems was assessed by simulating a variety of cases ranging from Peclét numbers of ten to 10,000. Since realistic reservoir engineering problems are likely to be convection dominated the performance of the methods at high Peclét numbers is of greatest interest. The problem posed was the solution of:

\[
D \frac{\partial^2 c}{\partial x^2} - V \frac{\partial c}{\partial x} = \frac{\partial c}{\partial t}
\]  

(4.41)

The boundary conditions applied were:

\[
c(0) = 1
\]  

(4.42)

\[
\frac{\partial c}{\partial x}(1) = 0
\]  

(4.43)

The domain considered was \(x[0,1]\). The Peclét number was defined as:

\[
P_e = \frac{VL}{D}
\]  

(4.44)

For this problem \(L = 1\). The numerical solutions were computed on a one-dimensional grid with 40 nodes. The timestep was chosen to set the Courant number to 0.2 in each run. The Courant number is defined by:

\[
Cr = \frac{V \Delta t}{\Delta x}
\]  

(4.45)
An analytical solution is available for this problem [41] when it is solved on a semi infinite one-dimensional domain with the boundary condition:

\[ c(\infty, 0) = 0 \]  

(4.46)

\[ c(x, t) = \frac{1}{2} \left[ \text{erfc} \left( \frac{1 - Vt}{2\sqrt{Dt}} \right) + \exp \left( \frac{V}{D} \right) \text{erfc} \left( \frac{1 + Vt}{2\sqrt{Dt}} \right) \right] \]  

(4.47)

The discrepancy between the numerical and analytical solutions at \( Pe = 10 \) in Figure 4.1 is because of the effect of imposing the boundary condition at \( x = 1 \).

For comparison purposes the results computed by a central finite difference method and an upwind finite difference method were also considered. Figures 4.1 and 4.2 show the tracer distribution at \( t = 0.5 \) days for the four Peclét numbers considered.

The central finite difference equation used was:

\[
D \frac{c_{i-1}^{m+1} - 2c_i^{m+1} + c_{i+1}^{m+1}}{(\Delta x)^2} - V \frac{c_{i+1}^{m+1} - c_{i-1}^{m+1}}{2\Delta x} - \frac{c_i^{m+1} - c_i^{m}}{\Delta t} = \frac{c_i^{m}}{\Delta t}
\]

(4.48)

Figure 4.1 shows that as the Peclét number increased DRBEM, GEM and the central finite difference method suffered from spurious numerical oscillations. The finite difference scheme and DRBEM experienced noticeable oscillations at a Peclét number of 1000, however the only oscillations that occur with GEM are very small and occur at a Peclét number of 10,000.

The oscillations can be removed by using an upwind form of the convective term:

\[
D \frac{c_{i-1}^{m+1} - 2c_i^{m+1} + c_{i+1}^{m+1}}{(\Delta x)^2} - V \frac{c_i^{m+1} - c_{i-1}^{m+1}}{\Delta x} - \frac{c_i^{m+1} - c_i^{m}}{\Delta t} = \frac{c_i^{m}}{\Delta t}
\]

(4.49)

Note that Equation (4.49) assumes the flow moves from node \( i - 1 \) to \( i \). The upwind finite difference scheme is compared to central finite differences and to the analytical solution in Figure 4.2.

Another feature of interest in any numerical model of tracer flow is how much numerical diffusion smoothes sharp fronts. Figure 4.1 shows that GEM recovers sharp tracer fronts more accurately than DRBEM or the central finite difference scheme. Upwind finite differences cause much more numerical diffusion than the oscillatory central finite difference scheme.
Figure 4.1: Example 7 - Comparison of DRBEM, GEM and finite difference schemes
Figure 4.2: Example 7 - Upwind and central finite difference schemes
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4.2.2 Example 9: Vertical Cross Section in a Heterogeneous Reservoir

Theory

To consider tracer flow in heterogeneous media the theory presented in Section 4.1.2 must be extended to handle a nonconstant velocity field. This can be done by simply reconsidering the treatment of the right hand side of Equation 4.35. When the velocity varies over the element the velocity distribution can be described in terms of the nodal velocity values and shape functions:

$$\sum_{e=1}^{M} \int_{\Omega_e} G \frac{1}{D} \left( v_x \frac{\partial c}{\partial x} + v_y \frac{\partial c}{\partial y} \right) d\Omega = \frac{1}{D} \left( v_x(j)WX_{ij}^e + v_y(j)WY_{ij}^e \right) c_l$$  \hspace{1cm} (4.50)

where

$$WX_{ij} = \int \int_{\Omega_e} G(r, r_i) N_j \frac{\partial N_i}{\partial x} d\Omega$$  \hspace{1cm} (4.51)

$$WY_{ij} = \int \int_{\Omega_e} G(r, r_i) N_j \frac{\partial N_i}{\partial y} d\Omega$$  \hspace{1cm} (4.52)

Once $v_xP_{ij}$ is replaced by $v_xWX_{ij}$ and the $v_yS_{ij}$ is replaced by $v_xWY_{ij}$ the development of GEM for heterogeneous media is the same as for homogeneous media.

To apply GEM the convection-diffusion equation (4.1) is nondimensionalised using the following set of dimensionless variables:

$$c_D = \frac{c}{c_0}$$  \hspace{1cm} (4.53)

$$x_D = \frac{x}{\sqrt{A}}$$  \hspace{1cm} (4.54)

$$y_D = \frac{y}{\sqrt{A}}$$  \hspace{1cm} (4.55)

$$t_D = \frac{Dt}{A}$$  \hspace{1cm} (4.56)

The nondimensional form of the convection-diffusion equation is:

$$\frac{\partial^2 c_D}{\partial x_D^2} - \frac{\sqrt{A}}{D} \left( v_x \frac{\partial c_D}{\partial x_D} + v_y \frac{\partial c_D}{\partial y_D} \right) = \frac{\partial c_D}{\partial t_D}$$  \hspace{1cm} (4.57)
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Results

The GEM simulation of tracer flow in heterogeneous media is demonstrated by considering a 3000ft by 3000ft vertical cross section. The section was discretised into a 20 by 20 element mesh. The permeability of the cross section being considered is shown in Figure 4.3. The diffusivity, $\alpha$, was chosen to be 30 ft. A representative velocity in the cross section is 1 $ft/day$. Taking, $D = \alpha v$, gives a value for $D$ of 30 $ft^2/day$.

The horizontal component of the velocity field used for this example is shown in Figure 4.4 in units of $ft/day$. The velocity was derived by solving the steady-state pressure diffusion equation with the following boundary conditions:

$$p(x_D = 0) = 2000psi \quad (4.58)$$

$$p(x_D = 1) = 1000psi \quad (4.59)$$

The concentration distribution in the cross section at 1500 days is shown in Figure 4.5. The tracer follows the pathways that would be expected i.e. it moves more rapidly through the high permeability zone in the upper part of the cross section and it is slower to move through the low permeability region in the bottom part of the cross section.
Figure 4.3: Example 8 - Permeability field

Figure 4.4: Example 8 - Horizontal velocity distribution
Figure 4.5: Example 8 - Concentration Map
Chapter 5

Oil-Water Reservoir Simulation

Chapters 3 and 4 demonstrated that GEM could produce accurate results to heterogeneous single phase well testing and tracer flow problems. In this chapter multiphase flow in heterogeneous media will be considered. The proposed method forms an IMPES pressure equation which is solved using GEM. Singularity programming is incorporated in the two-dimensional version of the method to capture the singularity at the well.

5.1 Theory

5.1.1 IMPES Scheme

The applicability of boundary element methods to multiple phase flow can be considered by using an approach similar to that used for single-phase flow in heterogeneous media in Chapter 3. A transformed form of the flow equations is required to cast the equation in a suitable form. The solution scheme is an IMPES scheme in which the pressure equation is solved using GEM. DRBEM could be used but GEM is preferred because of its sparse matrix structure. Fluxes between elements are then computed and the element saturations are updated accordingly.

The mass balance equations for oil and water flow problems are:
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\[\nabla \cdot \left( \frac{kk_{ro}}{\mu_o} \nabla p \right) = \frac{\partial}{\partial t} (\phi S_o) \quad (5.1)\]

\[\nabla \cdot \left( \frac{kk_{rw}}{\mu_w} \nabla p \right) = \frac{\partial}{\partial t} (\phi S_w) \quad (5.2)\]

If the total compressibility remains constant with respect to pressure Equations (5.1) and (5.2) can be added together to give:

\[\nabla \cdot (k\lambda t \nabla p) = \phi c_t \frac{\partial p}{\partial t} \quad (5.3)\]

where

\[\lambda_t = \left( \frac{k_{ro}}{\mu_o} + \frac{k_{rw}}{\mu_w} \right) \quad (5.4)\]

To cast this equation in a form suitable for solution with GEM a \(\nabla^2\) operator is extracted:

\[\nabla^2 p = -\nabla \ln (k\lambda_t) \cdot \nabla p + \phi c_t \frac{\partial p}{\partial t} \quad (5.5)\]

### 5.1.2 Incorporation of Singularity Programming

When solving two-dimensional problems singularity programming was applied in conjunction with Equation (5.5) in a similar manner to the well testing case presented in Section 3.1.1. In dimensionless form the pressure satisfies:

\[\nabla^2 p_D = \frac{\lambda_t k_o \partial p_D}{\lambda_t k \partial t_D} - \nabla \ln (k\lambda_t) \cdot \nabla p_D \quad (5.6)\]

As before the singular component of the pressure satisfies:

\[\nabla^2 p_D^s = \frac{\partial p_D^s}{\partial t_D} \quad (5.7)\]

For a reservoir with multiple wells the singular component of the pressure is a sum of exponential integral solutions:

\[p_D^s = \sum_{i=1}^{nWells} -q_D^i E_i \left( \frac{r_{Di}^2}{4\ell_D} \right) \quad (5.8)\]
To derive the equation governing the nonsingular component of the pressure Equation 
(5.7) is subtracted from Equation (5.6) giving:
\[
\nabla^2 p_D - \nabla^2 p^s_D = \frac{\partial p^s_D}{\partial t_D} - \nabla \ln (k\lambda_t) \cdot \nabla p_D
\]  
(5.9)

Finally, noting that \(p_D = p^ns_D + p^s_D\) means that Equation (5.9) can be simplified to:
\[
\nabla^2 p^ns_D = \frac{\lambda^0_t k_0}{\lambda_t k} \frac{\partial p^ns_D}{\partial t_D} + \left( \frac{\lambda^0_t k_0}{\lambda_t k} - 1 \right) \frac{\partial p^s_D}{\partial t_D} - \nabla \ln (\lambda_t k) \cdot \nabla (p^ns_D + p^s_D)
\]  
(5.10)

### 5.1.3 GEM Implementation

Equation (5.10) can be solved using GEM in a manner very similar to Equation 
(3.13) which governs the nonsingular component of the pressure in the single phase 
well testing problems. In fact the only change to the equation is the introduction of 
the \(\lambda_t\) premultiplying the permeability in the time derivative terms. Accordingly the 
GEM equation that can be used to solve Equation (5.10) implicitly for pressure is:
\[
\sum_{e=1}^{M} \left( R_{ij} p_j^{m+1} + L_{ij} q_j^{m+1} - U_{ij} \frac{\lambda^0_t k_0}{\lambda_t k} \frac{p^{m+1} - p^m}{\Delta t} - V_{ij} \ln k_j p_l^{m+1} + T_{ij} f_j^{m+1} \right) = 0
\]  
(5.11)

where
\[
f = \left( \frac{\lambda^0_t k_0}{\lambda_t k} - 1 \right) \frac{\partial p^s_D}{\partial t_D} - \nabla \ln (\lambda_t k) \cdot \nabla p^s_D
\]  
(5.12)

The element matrices \(R, L, V, T\) and \(U\) have been defined previously in Equations 
(2.99),(2.100),(2.101), (3.22) and (2.108).

### 5.1.4 Saturation Update Procedure

The saturations are associated with elements centered around each pressure node. These saturation values are updated at each time step by first computing the fluid 
velocity normal to each face of the element and then moving an appropriate amount 
of each phase into the element.

In one dimension the GEM scheme computes the pressure gradients at each node 
as part of the solution. In two dimensions the pressure gradient is computed as 
a finite difference of adjacent pressure values. The pressure gradient is converted
to velocity multiplying by the upstream mobility and the harmonic average of the adjacent permeability values. The scheme is explicit in saturation so the mobility values used are evaluated at the time level $m$ and not $m + 1$.

Note that the saturation update was not performed by solving a transport equation using GEM. This is because the saturation update is a purely convective process and GEM can only be applied to equations which include diffusive terms.

5.2 Results

5.2.1 Example 10: Buckley-Leverett Problem

Figure 5.1 shows a comparison between the watercut computed by a one-dimensional oil-water GEM solution, by the commercial black oil simulator IMEX and by the analytical Buckley-Leverett solution. The reservoir and grid properties are given in Table 5.1.

The relative permeabilities used are quadratic so all water saturations travel together as a piston-like shock.

$$k_{ro} = 1 - S_w^2$$ (5.13)
Figure 5.1 shows that the predicted breakthrough time is the same for the GEM simulator and the commercial code. However GEM predicts the subsequent water production more accurately.

### 5.2.2 Example 11: Five-Spot Pattern

The simulation scheme proposed in Section 5.1.2 combines GEM and singularity programming to solve the pressure equation. To assess the performance of the scheme a five spot pattern was simulated. The reservoir and grid properties are given in Table 5.2.

Straight line relative permeabilities were used, i.e.:

\[
k_{rw} = S_w^2
\]

Figure 5.1 shows that the predicted breakthrough time is the same for the GEM simulator and the commercial code. However GEM predicts the subsequent water production more accurately.
Table 5.2: Example 11 - Reservoir and grid properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permeability</td>
<td>250md</td>
</tr>
<tr>
<td>Porosity</td>
<td>30%</td>
</tr>
<tr>
<td>Oil viscosity</td>
<td>1cp</td>
</tr>
<tr>
<td>Water viscosity</td>
<td>1cp</td>
</tr>
<tr>
<td>Length</td>
<td>3000ft</td>
</tr>
<tr>
<td>Width</td>
<td>3000ft</td>
</tr>
<tr>
<td>Thickness</td>
<td>50ft</td>
</tr>
<tr>
<td>Number of elements</td>
<td>20 by 20</td>
</tr>
<tr>
<td>Injector position</td>
<td>1500, 1500ft</td>
</tr>
<tr>
<td>Injection rate</td>
<td>800 STB/d</td>
</tr>
<tr>
<td>Producer position 1</td>
<td>600, 600 ft</td>
</tr>
<tr>
<td>Producer position 2</td>
<td>600, 2400 ft</td>
</tr>
<tr>
<td>Producer position 3</td>
<td>2400, 600 ft</td>
</tr>
<tr>
<td>Producer position 4</td>
<td>2400, 2400 ft</td>
</tr>
<tr>
<td>Production rate per well</td>
<td>200 STB/d</td>
</tr>
</tbody>
</table>

\[ k_{ro} = 1 - S_w \]  \hspace{1cm} (5.16)

A reservoir simulation of this case was performed using a fine grid of 101 by 101 cells using the a streamline simulator (3DSL) [71]. This was taken to be the truth case. The reservoir was also simulated using Eclipse [25] and the GEM/singularity programming scheme on a 21 by 21 cell grid for comparison.

The results in Figure 5.2 show that neither method accurately recovers the true solution. Chapter 3 showed that using the combination of GEM and singularity programming was superior to an Eclipse simulation on the same grid for reproduction of the pressure response occurring in a well test. However when multiphase flow is considered these advantages are lost because the saturation update procedure still suffers from the adverse effects of numerical diffusion which smooths the fluid front. Note that saturation update procedure is similar to what is used in finite difference simulation. In Chapter 4 GEM was shown to perform well for tracer flow. A GEM
5.3 Mass Conservation

When fluxes are required from a GEM formulation Taigbenu [70] proposes obtaining those fluxes by differentiating the pressure distribution in terms of the shape functions used, e.g.:

\[
\frac{\partial p}{\partial x} = \sum_{j=1}^{4} \frac{\partial N_j}{\partial x} p_j
\]

(5.17)

When linear shape functions are used to interpolate both pressure and permeability over the elements there is a problem at the element boundaries. The \(C^0\) continuity of the shape functions means there is no guarantee that the pressure derivatives computed by Equation 5.17 are continuous across element boundaries.

In an attempt to achieve a more conservative formulation of GEM, elements with higher order continuity were considered in this work. Two kinds of \(C^1\) elements
were considered, Hermitian elements and Overhauser elements, as described in the following sections.

5.3.1 Hermitian Elements

Hermitian elements interpolate the pressure over an element in terms of the nodal pressures and the nodal pressure derivatives. This means there are three unknowns to be solved for every node. The shape functions for a one-dimensional element on \( x[0, a] \) are \[24\]:

\[
N_0^0 = 1 - 3 \left( \frac{x}{a} \right)^2 + 2 \left( \frac{x}{a} \right)^3 \tag{5.18}
\]

\[
N_1^1 = \left( \frac{x}{a} \right) \left( \left( \frac{x}{a} \right) - 1 \right)^2 \tag{5.19}
\]

\[
N_0^0 = \left( \frac{x}{a} \right)^2 \left( 3 - 2 \left( \frac{x}{a} \right) \right) \tag{5.20}
\]

\[
N_2^1 = \left( \frac{x}{a} \right)^2 \left( \left( \frac{x}{a} \right) - 1 \right) \tag{5.21}
\]

\[
p(x) = p_1 N_1^0 + q_1 N_1^1 + p_2 N_2^0 + q_2 N_2^1 \tag{5.22}
\]

To use Hermitian elements an appropriate means to generate two extra equations at each internal node is required. Tomlinson et al. \[72\] derived a derivative boundary element formulation for Laplace’s equation by differentiating the standard integral equation with respect to an initially arbitrary direction. In doing so some of the integrals involved become hypersingular. Tomlinson et al. manipulated the equations further to derive expressions involving at most weakly singular integrals. An analogous procedure for use with GEM could not be found here. The domain discretization used in GEM requires the corner-point singularities in each element to be handled accurately. Even if the two extra equations per node required to calculate the pressure derivatives had been available in weakly singular form it was not evident that the resulting derivatives would necessarily conserve mass.
5.3.2 Overhauser Elements

Overhauser elements were originally developed to provide $C^1$ continuity of the solutions from the boundary element method [23]. Unlike Hermitian elements only nodal pressure values are required. The one-dimensional Overhauser shape functions are produced by linearly blending two overlapping parabolas. The shape functions for a one-dimensional element $x[0,a]$ are:

$$N_{1D}^1 = -\frac{1}{2} \left( \frac{x}{a} \right)^3 + \left( \frac{x}{a} \right)^2 - \frac{1}{2} \frac{x}{a}$$  \hspace{1cm} (5.23)$$

$$N_{1D}^2 = \frac{3}{2} \left( \frac{x}{a} \right)^3 - \frac{5}{2} \left( \frac{x}{a} \right)^2 + 1$$  \hspace{1cm} (5.24)$$

$$N_{1D}^3 = -\frac{3}{2} \left( \frac{x}{a} \right)^3 + 2 \left( \frac{x}{a} \right)^2 + \frac{1}{2} \frac{x}{a}$$  \hspace{1cm} (5.25)$$

$$N_{1D}^4 = \frac{1}{2} \left( \frac{x}{a} \right)^3 - \frac{1}{2} \left( \frac{x}{a} \right)^2$$  \hspace{1cm} (5.26)$$

The element is built from 16 nodes as shown in Figure 5.3. The pressure in the region between nodes 1 to 4 is interpolated in terms of the pressures at nodes 1 to 16, i.e.:

$$p(x,y) = \sum_{j=1}^{16} N_j p_j$$  \hspace{1cm} (5.27)$$

When applied to the reservoir engineering problems being considered the use of Overhauser elements means that the pressure over an element is interpolated not only in terms of the nodal pressures of that element, but also in terms of the pressures in surrounding elements.

The shape functions for this two-dimensional case are products of one-dimensional shape functions e.g.:

$$N_5 = N_{2D}^1(x)N_{1D}^1(y) = \left( \frac{3}{2} \left( \frac{x}{a} \right)^3 - \frac{5}{2} \left( \frac{x}{a} \right)^2 + 1 \right) \left( -\frac{1}{2} \left( \frac{y}{b} \right)^3 + \left( \frac{y}{b} \right)^2 - \frac{1}{2} \frac{y}{b} \right)$$  \hspace{1cm} (5.28)$$
When using Overhauser elements no extra equations are required but more element integrals are required in the original GEM equations to take account of the interdependence between the nodal values. The values for these integrals are given in Appendix A. With Overhauser elements the discontinuity in the pressure derivative between the element boundaries is gone. However the question of whether the fluxes into and out of an element conserve mass remains.

5.3.3 Example 12: Numerical Experiments

The question of local conservation over the elements was adressed using a simple two-dimensional test problem solving the steady state diffusion equation in a heterogeneous medium. The domain was a unit square and was represented by an 11 by 11 node mesh. No-flow boundary conditions were applied at the top and bottom and
pressures were prescribed at the sides, as shown in Figure 5.4.

\[ p(0, y) = 0 \] \hspace{1cm} (5.30)

\[ p(1, y) = 1 \] \hspace{1cm} (5.31)

A variety of heterogeneities was considered in an attempt to quantify the effect of heterogeneity on the conservation properties of the scheme. The last three heterogeneities considered have discontinuous permeability distributions. The distributions are shown in Figure 5.5.

The relative error is the sum of the absolute mass balance error over all the cells divided by the total flow through the reservoir. In this one-dimensional problem the total flow is the harmonic mean permeability multiplied by the applied pressure gradient (which is 1.0 in this case).

A similar set of numerical experiments was performed to assess the conservation properties of the one-dimensional GEM formulation. In this case the boundary conditions differ because for the problem to be properly posed one pressure and one pressure derivative must be prescribed as boundary conditions. The grid used consisted of ten one-dimensional elements. In this set of runs the boundary conditions used were:

\[ p(0) = 0 \] \hspace{1cm} (5.32)
Figure 5.5: Example 12 - Discontinuous permeability distributions
Table 5.3: Example 12 - Mass conservation errors in two-dimensional heterogeneous media flow problem

<table>
<thead>
<tr>
<th>Permeability variation</th>
<th>Absolute error</th>
<th>Harmonic Mean Permeability</th>
<th>Relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1.0</td>
<td>0</td>
</tr>
<tr>
<td>$exp(-x)$</td>
<td>0.000155</td>
<td>0.577</td>
<td>0.000269</td>
</tr>
<tr>
<td>$exp(-3x)$</td>
<td>0.000416</td>
<td>0.147</td>
<td>0.00282</td>
</tr>
<tr>
<td>$exp(-5x)$</td>
<td>0.000322</td>
<td>0.0292</td>
<td>0.0109</td>
</tr>
<tr>
<td>1 + x</td>
<td>0.000437</td>
<td>1.43</td>
<td>0.000305</td>
</tr>
<tr>
<td>$1 + x^2$</td>
<td>0.000868</td>
<td>1.27</td>
<td>0.000679</td>
</tr>
<tr>
<td>2 - x</td>
<td>0.000488</td>
<td>1.43</td>
<td>0.000341</td>
</tr>
<tr>
<td>$exp(-(1 - x))$</td>
<td>0.0000821</td>
<td>0.577</td>
<td>0.000142</td>
</tr>
<tr>
<td>$exp(-3(1 - x))$</td>
<td>0.000299</td>
<td>0.147</td>
<td>0.00203</td>
</tr>
<tr>
<td>$exp(-5(1 - x))$</td>
<td>0.000264</td>
<td>0.0292</td>
<td>0.00902</td>
</tr>
<tr>
<td>{ 1.0, $x &lt; 0.5$</td>
<td>0.0626</td>
<td>0.169</td>
<td>0.367</td>
</tr>
<tr>
<td>0.1, $x \geq 0.5$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>{ 0.1, $x &lt; 0.5$</td>
<td>0.0803</td>
<td>0.169</td>
<td>0.408</td>
</tr>
<tr>
<td>1.0, $x \geq 0.5$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>{ 10.0, $x &lt; 0.5$</td>
<td>0.0626</td>
<td>1.69</td>
<td>0.367</td>
</tr>
<tr>
<td>1.0, $x \geq 0.5$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The results of these runs are summarized in Table 5.4.

The grid used is relatively coarse. When the grid was refined the mass conservation errors were reduced, but they were still present.

The results in Tables 5.4 and 5.3 show that the magnitude of the mass conservation errors increases as the domain becomes more heterogeneous. Perhaps suprisingly in some cases such as \( k = \exp(- (1 - x)) \) the errors are greater in the one-dimensional GEM model than in the two-dimensional GEM model. In the one-dimensional case the pressure derivatives are computed directly, in the two-dimensional case they are approximated using shape functions. The results also show that the mass conservation errors are greater when the permeability decreases in the direction of the flow. This
Table 5.5: Example 12 - Cases to demonstrate the effect of the flow direction

<table>
<thead>
<tr>
<th></th>
<th>Case A</th>
<th>Case B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permeability, $x[0,0.5]$</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Permeability, $x[0.5,1.0]$</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Boundary condition, $x=0$</td>
<td>$p = 0$</td>
<td>$p = 0$</td>
</tr>
<tr>
<td>Boundary condition, $x=1$</td>
<td>$q = 1$</td>
<td>$q = 0.1$</td>
</tr>
</tbody>
</table>

Figure 5.6: Example 12 - Pressure derivative distribution: Case A

can be demonstrated more clearly by comparing two cases using the one-dimensional version of GEM.

The discontinuity in the permeability distribution causes the pressure derivatives in both cases to be incorrect. However Figures 5.6 and 5.7 show this error is much more pronounced when the permeability decreases in the direction of flow.
5.3.4 Permeability Representation

Numerical Differentiation

In the treatment of flow in heterogeneous media applied in this work the heterogeneity is handled by a term of the form $\nabla \ln k \cdot \nabla p$. In the standard approach to this term in a two-dimensional GEM model $\nabla \ln k \cdot \nabla p$ is represented in discretized form as $V_{ijl}\ln k_{jql}$, where:

$$V_{ijl} = \int_0^l G(r_i) \frac{dN_j}{dx} N_i \, dx$$  \hspace{1cm} (5.34)

Equation 5.34 differentiates nodal values of $\ln(k)$ numerically using the shape functions. The integrals are only performed over individual elements using the permeability values within that element. This causes an abrupt change in the value of $\frac{\partial \ln(k)}{\partial x}$ across element boundaries.

To assess how significant this effect was, a GEM model was developed in which nodal values of $\frac{\partial \ln(k)}{\partial x}$ could be specified. This means the $\nabla \ln k \cdot \nabla p$ term is represented in discretized form as $V_{ijl}\frac{\partial \ln(k)}{\partial x} q_t$. In the element interior these values would be interpolated to perform the integrals, i.e.:
\[ V_{ijl} = \int_0^{te} G(r_i)N_j N_l \, dx \] (5.35)

The first test case in the one-dimensional GEM model used the following permeability distribution:
\[ k = \frac{1}{1 + x} \] (5.36)

therefore
\[ \frac{\partial \ln k}{\partial x} = \frac{-1}{1 + x} \] (5.37)

The boundary conditions were:
\[ p(0) = 0 \] (5.38)
\[ \frac{\partial p}{\partial x}(1) = 2 \] (5.39)

When the standard formulation was used the mass conservation error was 0.000312. Providing the code with the exact values of the derivative of the permeability resulted in a mass balance error of 0.02602. The mass balance error did not improve when exact values were specified for the derivative of the permeability at the nodes, because using exact nodal values does not necessarily improve the accuracy of the integral of \( \nabla \ln k \) over the element. For a element which is a unit square consider the following integral:

\[ \int_0^1 \int_0^1 \nabla \ln k \, dx \, dy \] (5.40)

When the analytical expression is expressed for \( k \) in Equation (5.40) the integral becomes:

\[ \int_0^1 \int_0^1 \frac{-1}{1 + x} \, dx \, dy = 0.693147 \] (5.41)

When the permeability is expressed in terms of shape functions and nodal value of the shape functions the integral in Equation (5.40) becomes:

\[ \int_0^1 \int_0^1 \left( \ln(k_1) \frac{\partial N_1}{\partial x} + \ln(k_2) \frac{\partial N_2}{\partial x} + \ln(k_3) \frac{\partial N_3}{\partial x} + \ln(k_4) \frac{\partial N_4}{\partial x} \right) \, dx \, dy = 0.693147 \] (5.42)
For this particular permeability variation using nodal values of $ln(k)$ and linear shape functions recovers the correct value of the integral. Using nodal values of $\frac{\partial ln(k)}{\partial x}$ gives:

$$\int_0^1 \int_0^1 \left( \frac{\partial ln(k_1)}{\partial x} N_1 + \frac{\partial ln(k_2)}{\partial x} N_2 + \frac{\partial ln(k_3)}{\partial x} N_3 + \frac{\partial ln(k_4)}{\partial x} N_4 \right) dxdy = 0.75 \quad (5.43)$$

Equations (5.40), (5.42) and (5.43) show that using nodal values of the permeability derivative does not necessarily improve the integral of $\nabla lnk$ over the element.

**Overhauser Element Representation of Permeability**

The standard one-dimensional GEM model uses linear shape functions to represent the permeability distribution and its derivative. This causes an abrupt change in the permeability derivative across element boundaries. A continuous derivative can be computed by using Overhauser elements instead of linear elements to describe the permeability, i.e.:

$$V_{ij} = \int_0^{le} G(r_i) \frac{dN_{Ov}^i}{dx} N_l \ dx \quad (5.44)$$

For a case in which the permeability is:

$$k = \begin{cases} 
10, & x < 0.5 \\
1, & x \geq 0.5 
\end{cases} \quad (5.45)$$

the resulting representations of $\nabla ln(k)$ on a ten element grid are shown in Figure 5.8.

Incorporating the Overhauser element description of permeability into the one-dimensional GEM model made no difference to the computed pressure derivatives, and therefore no change in the mass conservation achieved for this case. A small improvement in the computed pressure was achieved.

**5.3.5 Theoretical Issues**

If pressure is the only quantity of interest in a simulation then it is not necessary to use a conservative numerical scheme. Roache [54] states that nonconservative forms
of the variable coefficient diffusion equation can produce more accurate results than
the conservative forms.

Trujillo [73] presents an analysis of the conservation properties of finite volume
and the Galerkin finite element method for elliptic and parabolic equations. If this
analysis is confined to steady-state flow the global conservation law is:

\[ \int_\Gamma (k \nabla p) \cdot n \, d\Gamma = 0 \quad (5.46) \]

The weak form of the finite volume method is:

\[ \int_{\Gamma^e} (k \nabla p) \cdot n \, d\Gamma = 0 \quad \forall \Gamma^e \quad (5.47) \]

Trujillo [73] states this implies the finite volume method is conservative because
Equation (5.47) closely mimics the global conservation law given in (5.46).

The weak form of the Galerkin finite element does not mimic Equation (5.47)
so accordingly this method is not conservative. Conservative finite element methods
can be developed by using a mixed method that solves for both the pressure and the
components of the fluid velocities at each node. Mixed methods solve integral forms of:

\[ v = -k \nabla p \quad (5.48) \]
\[ \nabla \cdot v = 0 \quad (5.49) \]

The weak form that is the basis of GEM is:

\[
c_i p(r_i) - \sum_{\varepsilon=1}^{M} \left( p \frac{\partial G}{\partial n} - G \frac{\partial p}{\partial n} \right) d\Gamma + \int_{\Omega^{c}} G \nabla \ln k \cdot \nabla p \, d\Omega = 0 \quad (5.50)
\]

Equation (5.50) clearly does not offer local conservation of mass because it does not mimic Equation (5.46) at the element level.

### 5.3.6 Discussion

The results presented show that GEM is not a suitable scheme for multiple phase flow because of the mass conservation errors that occur. This problem is believed to be common to all boundary element based methods because they do not incorporate a conservation equation of the form of Equation (5.46) at the element level.

When the simulation scheme was coupled to a parameter estimation scheme and run in an iterative fashion, the conservation problems were amplified. In the runs that were performed the parameter estimation scheme tended to increase permeability contrasts which increases the mass conservation error, despite decreasing the objective function value.

Both reservoir heterogeneity and mobility contrast can cause mass conservation error. The Buckley-Leverett case presented in Section 5.2.1 works successfully with the particular set of relative permeability curves given in Equations (5.14) and (5.13). If total mobility varies significantly throughout the reservoir then errors do occur.

However there may be other viable avenues for the use of boundary element methods in multiple phase flow. One possibility is the development of a hybrid finite difference/boundary element simulator. Finite differences could be used in the reservoir and boundary elements could be used in small, homogeneous regions surrounding the wellbores. This would allow the model to retain the familiarity and flexibility of finite
differences while using boundary elements to capture the singularity at the well more rigorously.
Chapter 6

Parameter Estimation

This chapter demonstrates the use of a Gauss-Newton optimization method in conjunction with GEM to perform parameter estimation. In the example presented the scheme is used to determine the permeability distribution of a reservoir by matching pressure data from one producing well and three observation wells. Singularity programming is used in conjunction with GEM, requiring an extra parameter, $k_0$, the reference permeability used in the singular solution. This parameter is also matched using the Gauss-Newton method.

6.1 Gauss-Newton Method

The optimization method aims to achieve the best possible match between the calculated and observed pressure transients by minimizing the weighted least squares objective function, $E$:

$$E(k) = (d^{obs} - d^{cal})^T W (d^{obs} - d^{cal})$$

(6.1)

where $d^{obs}$ and $d^{cal}$ are vectors of the observed and calculated pressure data and $W$ is a weight matrix.

The Gauss-Newton method proceeds by taking the derivative of the objective function $E$ to form the sensitivity matrix, $G$:

$$G_{ij} = \frac{\partial d^{cal}_i}{\partial k_j}$$

(6.2)
Using these definitions the gradient of the objective function is:

\[
\nabla E = -2G^TW(d^{obs} - d^{cal})
\]

(6.3)

The Hessian matrix contains the derivatives of \( \nabla E \) with respect to the permeability values, and is defined by:

\[
H = \frac{\partial \nabla E}{\partial k} = 2G^TWG - 2\frac{\partial G^TW}{\partial k}(d^{obs} - d^{cal})
\]

(6.4)

The Gauss-Newton approximation to the Hessian of Equation (6.4) is:

\[
H_{GN} = 2G^TWG
\]

(6.5)

At each iteration of the Gauss-Newton algorithm the following equation is solved to find a descent direction:

\[
H_{GN}\delta k = -\nabla E
\]

(6.6)

6.1.1 Scaling of the Hessian

The Hessian is frequently ill-conditioned or even singular which causes numerical problems in the solution process. To avoid these problems a scaling technique is used. The scaling was described by Wang [74] and originally comes from work by Gill, Wright and Murray [20]. The first step is to construct a diagonal matrix \( F \) whose elements are the inverse of the square root of the corresponding diagonal elements of \( H_{GN} \):

\[
F_{ii} = (H_{GN})^{-\frac{1}{2}}
\]

(6.7)

Instead of solving Equation (6.6) the following scaled form of the equations is solved for \( F^{-1}\delta k \):

\[
(FH_{GN}F)^{-1}\delta k = -F\nabla E
\]

(6.8)

The solution \( \delta k \) can be found by rescaling \( F^{-1}\delta k \) by \( F \):

\[
\delta k = F\left(F^{-1}\delta k\right)
\]

(6.9)
6.2 Sensitivity Coefficients

An important step in the application of the Gauss-Newton method is the calculation of the sensitivity coefficients, $G_{ij}$. Computing the sensitivity coefficients by substitution, i.e. perturbing the permeability in one cell, redoing the well test simulation and computing the difference in the pressure response, is too slow for practical use. Landa [32] demonstrated how sensitivity coefficients could be computed accurately and efficiently from the Jacobian of a finite difference simulator, based on earlier work by Anterion et al. [2]. The current work used singularity programming and required the sensitivity to both the permeability values in each grid cell and to the reference permeability, $k_o$.

6.2.1 Sensitivity Coefficient for $k_o$

The sensitivity coefficient to the reference permeability $k_o$ can be computed analytically as:

$$\frac{\partial p_D^s}{\partial k_o} = -\frac{1}{k_o} p_D^s - \frac{q_D}{k_o} \exp \left(-\frac{r_D^2}{4l_D} \right)$$

(6.10)

The variation of this sensitivity coefficient with time is shown in Figure 6.1 for an example problem. The reservoir parameters used to compute this example are given in Table 6.1. The permeability in the model was homogeneous and equal to 250md. As expected the sensitivity to the reference permeability, which in this example was set to the permeability of the well block, is highest in the early part of the pressure transient data.

6.2.2 Sensitivity Coefficients for Grid Cell Permeabilities

The sensitivity coefficients for the grid cell permeabilities can be derived by differentiating the single-phase flow equations in matrix form. The flow equations can be written in the form:

$$A(k)p^{n+1} = b(k, p^n)$$

(6.11)
Differentiating Equation (6.11) with respect to $k$ gives:

$$\frac{\partial A}{\partial k} p^{m+1} + A \frac{\partial p^{m+1}}{\partial k} = \frac{\partial b}{\partial k} + \frac{\partial b}{\partial p^m} \frac{\partial p^m}{\partial k}$$

(6.12)

Rearranging Equation (6.12) generates an expression which can be used to solve for the sensitivity coefficients:

$$A \frac{\partial p^{m+1}}{\partial k} = \frac{\partial b}{\partial k} + \frac{\partial b}{\partial p^m} \frac{\partial p^m}{\partial k} - \frac{\partial A}{\partial k} p^{m+1}$$

(6.13)

As in Landa’s [32] sensitivity coefficient generation approach for multiphase flow, this approach requires the solution of a matrix equation with multiple right hand sides to generate the sensitivity coefficients. There are of course computational costs involved in generating these right hand sides however the major cost is in solving the matrix equation. If a direct solver is used, then at each timestep the matrix $A$ has already been factored to calculate the pressure solution. Computing each sensitivity only requires an additional back-substitution step.
Table 6.1: Example 13 - Reservoir and grid properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\phi)</td>
<td>0.3</td>
</tr>
<tr>
<td>(\mu)</td>
<td>1 cp</td>
</tr>
<tr>
<td>(p_i)</td>
<td>2000 psi</td>
</tr>
<tr>
<td>(q(producer))</td>
<td>250 STB/d</td>
</tr>
<tr>
<td>(q(injector))</td>
<td>250 STB/d</td>
</tr>
<tr>
<td>(c_t)</td>
<td>10e-06 psi(^{-1})</td>
</tr>
<tr>
<td>(r_w)</td>
<td>0.3 ft</td>
</tr>
<tr>
<td>(h)</td>
<td>50 ft</td>
</tr>
<tr>
<td>Length</td>
<td>3000 ft</td>
</tr>
<tr>
<td>Width</td>
<td>3000 ft</td>
</tr>
<tr>
<td>Grid</td>
<td>11 by 11</td>
</tr>
<tr>
<td>dx</td>
<td>272.7 ft</td>
</tr>
<tr>
<td>dy</td>
<td>272.7 ft</td>
</tr>
</tbody>
</table>

6.3 Results

6.3.1 Example 13: Permeability Estimation

To demonstrate the performance of the proposed parameter estimation scheme a synthetic history matching example was constructed. The reservoir and grid properties are given in Table 6.1. The true reservoir permeability was a heterogeneous distribution shown in Figure 6.2. A production well was located at (1050ft, 1050ft) and an injection well was located at (1950ft, 1950ft). These locations are denoted by stars in Figure 6.2. Two years of pressure data from these two wells was matched to determine the reservoir permeability.

The parameter estimation algorithm succeeded in matching the pressure data from the two wells as shown in Figures 6.4 and 6.5. The estimated reservoir permeability distribution is shown in Figure 6.3. The matching process began with an initial distribution of random uncorrelated permeability values with a mean of 375md. The mean of the true permeability distribution is 275md. The overall permeability distribution estimated by the optimization procedure is not a close match. However the permeability of the cell containing the well and the overall permeability of the surrounding
Figure 6.2: Example 13 - True permeability distribution

Figure 6.3: Example 13 - Estimated permeability distribution
cells are well matched.

The decrease of the objective function as the algorithm iterated is shown in Figure 6.6. Note that all the data are weighted equally, however the data are spaced more closely at early time, effectively giving that portion of the transient more weight. The change in the reference permeability is shown in Figure 6.7.
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Figure 6.5: Pressure match at injector

Figure 6.6: Objective function
Figure 6.7: Example 13 - $k_o$ estimates
Chapter 7

Concluding Remarks

7.1 Theoretical Issues

Both DRBEM and GEM can be applied to the reservoir engineering problems presented. GEM has been chosen as the preferred solution scheme however. GEM’s chief advantage is the sparse matrix structure involved. GEM enters values in the same positions as a nine-point finite difference scheme would. The calculation of the weights, $\alpha$, in DRBEM is computationally intensive for reservoir engineering problems with large numbers of nodes. For transient problems and tracer problems the inverse of the matrix $F$ is required since the right hand side depends on the unknown pressure and concentration values. The matrix $F$ is likely to be poorly conditioned [48]. $F$ is an $N$ by $N$ (where $N$ is the number of nodes in the problem) matrix which contains the value of each approximating function, $f_j$, evaluated at each node. There are also other computational issues associated with DRBEM and GEM that will be discussed here.

7.1.1 Element Integrations

Like the classical form of the boundary element method DRBEM requires quadrature rules to perform the integrations over the elements to assemble the matrix equation. To achieve high accuracy many points may be required in the quadrature, which
increases the computational cost. For two-dimensional problems with rectangular or triangular elements the corresponding integrals can be performed analytically using GEM.

### 7.1.2 DRBEM Approximating Functions

The essence of DRBEM is the expansion of the right hand side terms in the differential equation to be solved as the weighted sum of a set of approximating functions, $f_j$. As Goldberg [21] notes, the expectation is that if this summation is a good approximation of the right hand side terms then the corresponding particular solution is a good approximation to a particular solution of the differential equation. This makes the appropriate choice of the approximating functions an important part of DRBEM. At this point the best choice of approximating functions is still under discussion in the boundary element literature.

The most common choice of approximating functions is:

$$f_j = 1 + r_j$$  \hspace{1cm} (7.1)

For a test problem governed by the Poisson equation Goldberg [21] showed that the choice of thin plate splines and multiquadrics gave higher accuracy than Equation (7.1). In the case of multiquadrics the error was up to three orders of magnitude less depending on the choice of $c$. Multiquadrics are defined by:

$$f = \sqrt{r^2 + c^2}$$  \hspace{1cm} (7.2)

Partridge [48] compared the performance of Equation (7.1) to approximating functions defined by:

$$f_j = 1 + r_j^3$$  \hspace{1cm} (7.3)

and

$$f_j = 1, \sin(x), \sin(y), \sin(2x), \sin(x)\sin(y), \ldots$$  \hspace{1cm} (7.4)

Partridge [48] considered diffusive and convective problems and found that the best choice of approximating functions was problem dependent. The differential equation being solved, the geometry and gridding all played a role. Partridge's advice was to
choose whichever approximating function gave the best conditioning number in the matrix $F$.

The only approximating functions studied in this work were those defined by Equation (7.1). If DRBEM were to be pursued further for petroleum engineering applications the choice of approximating functions should be given more study.

### 7.2 Computational Costs Associated with Matrix Structure

If DRBEM, GEM and finite differences were applied to a problem on a given grid the size of the matrix equation which would result is the same for each method. However the structure of the matrices involved differs.

#### 7.2.1 DRBEM

DRBEM produces a nonsymmetric, fully populated matrix equation. Bulgakov et al. [5] presented results that show that iterative matrix solvers can be applied successfully to the matrix equation that results from DRBEM. Bulgakov et al. considered transient diffusion in a homogeneous medium, and they compared the performance of preconditioned conjugate gradient squared (CGS) method and the general minimal residual (GMRES) method to a direct method. In one test problem with 961 grid points the direct method took 112 seconds to solve the matrix system whereas CGS took 6 seconds and GMRES took 3 seconds. The test problem used thin plate splines as approximating functions.

#### 7.2.2 GEM

The matrix equation produced by GEM is sparse. In a two-dimensional problem the matrix equation has nine bands, as opposed to the five bands that would arise from a finite difference solution of the same problem. How much this affects the speed of the solver depends on the kind of solver used. If the solver is only sensitive to
Table 7.1: Cost comparison of GEM and finite difference matrix assembly

<table>
<thead>
<tr>
<th>Number of nodes</th>
<th>Finite Difference, seconds</th>
<th>GEM, seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>40 by 40</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>50 by 50</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>60 by 60</td>
<td>6</td>
<td>11</td>
</tr>
</tbody>
</table>

the bandwidth of the matrix, then the difference in speed will be small, because the bandwidth increases by only two. However if the solver is sensitive to the number of nonzero elements in the matrix the GEM matrix equation could take somewhat longer to solve than a matrix formulated using the finite difference method.

The cost of assembling the GEM matrix is higher than for finite differences, especially in the heterogeneous case because of the loops required to set up the $V_{ijl}lnk_{jl}p_l$ term. To compare the cost of the two methods the diffusion equation was solved on a unit square using finite differences and GEM. The cost in seconds of assembling the matrix on a 275MHz DEC Alpha workstation is shown in Table 7.1.

The cost of assembling and solving the denser matrix involved in GEM is offset somewhat by the greater accuracy of the GEM scheme. Coarser grids can be used to give accurate simulations of well tests.

### 7.3 The Role of Singularity Programming

Singularity programming played an important role in achieving the accurate simulation of pressure transients in Chapter 3. When two well tests were modeled with GEM but without using singularity programming (see Figures 3.16 and 3.17) the results did suffer from an artificial wellbore storage effect. Sato [57] also found singularity programming to be important. Simulations of well tests using conventional finite difference simulators could potentially be improved by using singularity programming. This could be done in the same manner as this work, i.e. breaking the pressure into singular and nonsingular components and solving for the nonsingular component. An alternative to this approach, which could be implemented more easily
in an existing finite difference simulator, would be to reconsider the well index.

The Peaceman well index is not appropriate for the early part of the pressure transient because its derivation is based on the analytical solution to steady-state radial flow. The Peaceman index includes a calculation of a radius $r_o$ at which the block pressure matches the pressure predicted by the analytical solution. For homogeneous isotropic media this radius is defined by:

$$r_o = \exp\left(-\frac{\pi}{2}\right) = 0.208$$

(7.5)

where $a$ is the side length of the square cell containing the well.

If this derivation is based on the analytical solution for transient radial flow (which was also the basis for the singularity programming applied in this work) a time varying well index can be derived. The derivation of this well index is given in Appendix B (see Equation B.6). The transient well index does reach an asymptotic value of $r_o/a$.

This work has not implemented the proposed transient well index in any finite difference simulator. It is an area that could be investigated further.
7.4 Contributions of This Work

This work presents the theory of DRBEM and GEM applied to three classes of reservoir engineering problems - well testing, tracer testing and multiphase flow in heterogeneous reservoirs. Unlike the perturbation boundary element method used by Sato [57] the computational effort involved in the methods presented in this work does not increase as the heterogeneity becomes more pronounced. GEM was chosen as the preferred method because it produces a sparse coefficient matrix.

To simulate well tests singularity programming was incorporated with GEM. The results were compared to analytical and finite difference solutions. The matches to analytical solutions were excellent, even on a coarse 11 by 11 grid. The finite difference simulations had numerical artifacts, including artificial wellbore storage and difficulty reproducing the flat pressure derivative associated with infinite acting radial flow when using a nonuniform grid.

Numerical tracer flow experiments showed that GEM was more appropriate than DRBEM for modeling tracer flows at high Peclet number. GEM gave a better representation of the tracer front and was less subject to spurious numerical oscillations.

An IMPES scheme based on GEM was developed for multiphase flow simulation. However the results demonstrated that GEM is not a conservative method. A version of GEM incorporating Overhauser elements produced solutions which have $C^1$ continuity but this was not enough to achieve local conservation of mass at the element level.

A parameter estimation scheme was developed to determine the reservoir permeability distribution from GEM simulations of well test data. This method also incorporated singularity programming. The scheme was applied to successfully match pressure data from multiple wells.
7.5 Future Applications of Boundary Element Based Methods in Reservoir Engineering

If boundary element based methods are to be used for multiphase flow they must be derived in such a way that they are locally conservative. This is a very fundamental issue because boundary element methods arise from a global statement of conservation of mass (in integral form), as opposed to the element-by-element mass conservation statements that form the basis of traditional finite difference schemes. If boundary element method solutions to multiphase flow problems are going to be sought in the future this issue must be considered carefully. Another possible approach would to be couple a boundary element based calculation for the near-wellbore region with a finite difference calculation in the remainder of the reservoir.

Another possible extension to this work would be to consider other singular solutions in the well testing problem. Storage, skin and fractured wells could potentially be treated this way. To do so the singular solution would have to be computed in Laplace space and inverted numerically before being coupled with the boundary element scheme.
Nomenclature

\[A\] reservoir area
\[C\] concentration
\[c\] compressibility
\[D\] diffusion coefficient
\[e\] element index
\[F\] matrix of approximating function values
\[f\] approximating function, DRBEM
\[G\] Green’s function
\[h\] reservoir thickness
\[i\] source node position
\[j\] dummy index, GEM
\[k\] permeability
\[L\] number of internal nodes, DRBEM
\[L\] elemental matrix, GEM
\[l\] dummy index, GEM
\[M\] number of boundary nodes, DRBEM
\[m\] timestep index
\[N\] Lagrange interpolation function
\[N_{el}\] number of elements
\[n\] outward normal vector
\[p\] pressure
\[Q\] injection rate
\[q\] flux
NOMENCLATURE

\[ R \]  \quad \text{elemental matrix, GEM}
\[ R \]  \quad \text{matrix accounting for convective terms, DRBEM}
\[ r \]  \quad \text{position}
\[ S \]  \quad \text{intermediate matrix, DRBEM}
\[ u \]  \quad \text{transformed pressure variable, DRBEM}
\[ t \]  \quad \text{time}
\[ V \]  \quad \text{elemental matrix, GEM}
\[ v \]  \quad \text{velocity}
\[ WI \]  \quad \text{Peaceman well index}
\[ x \]  \quad \text{Cartesian coordinate}
\[ y \]  \quad \text{Cartesian coordinate}

Greek

\[ \alpha \]  \quad \text{weight, DRBEM}
\[ \alpha \]  \quad \text{dispersivity}
\[ \beta \]  \quad \text{secondary weight, DRBEM}
\[ \Gamma \]  \quad \text{boundary}
\[ \delta \]  \quad \text{Dirac delta function}
\[ \theta \]  \quad \text{internal angle of boundary, radians}
\[ \theta \]  \quad \text{time integration parameter}
\[ \mu \]  \quad \text{viscosity}
\[ \xi \]  \quad \text{local coordinate}
\[ \eta \]  \quad \text{local coordinate}
\[ \theta \]  \quad \text{time integration parameter}
\[ \phi \]  \quad \text{porosity}
\[ \Omega \]  \quad \text{domain}
Superscripts

$^\wedge$ particular solution, DRBEM

e element

ns non-singular

p pressure

q flux

s singular

Subscripts

D dimensionless

i initial

o oil

t total

w water
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Appendix A

GEM Implementation Details

The equation describing the GEM approach to a certain differential equation can be written simply in index notation. For example the equation for the transient pressure diffusion equation in a heterogeneous medium is:

$$\sum_{e=1}^{M} \left( R_{ij} p_j + L_{ij} q_j - V_{ijl} \ln k_j p_l + U_{ijl} \gamma_j \frac{\partial p_j}{\partial t} \right) = 0 \quad (A.1)$$

To implement a computer program to assemble and solve this matrix equation requires careful consideration of some details:
- the treatment of the pressure derivative term, \(q\)
- the matrix assembly procedure
- the evaluation of the element integrals, in this case \(R_{ij}, L_{ij}, V_{ijl}\) and \(T_{ij}\)

A.1 Treatment of the Normal Derivative of Pressure

The first key step in the implementation of GEM is to acknowledge that \(q\), the normal derivative of \(p\), is discontinuous at the corners of the elements. So each node in a two-dimensional problem has three unknowns which are the nodal pressure and two pressure derivatives, one in the x direction and one in the y direction. However when
programming the method it is more convenient to denote the components of $q$ as $q_b$ and $q_f$, i.e. before the node and after the node, instead of $q_x$ and $q_y$. The element integrals are performed in an anticlockwise direction so the directions of the $q_b$ and $q_f$ depend on the position of the node within the element as shown in Figure A.1. According the corresponding element integral $L_{ij}$ is broken up into two terms $L^b_{ij}$ and $L^f_{ij}$.

### A.1.1 Treatment of the Normal Derivative on External Segments of the Boundary

When setting the boundary conditions it is also important to make sure that the three unknowns at each node are correctly set. At nodes where the boundary of the computational domain is smooth either pressure or pressure derivative is set. If the pressure derivative is set both components are set equal to each other as shown in Figure A.2. If a node is at the corner of the problem domain then two of the three unknowns can be set as boundary conditions, either one pressure and one component of its derivative or both components of the derivative. This shown is Figure A.3.
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Figure A.2: Treatment of the normal derivative at a smooth boundary

Figure A.3: Treatment of the normal derivative at a corner
APPENDIX A. GEM IMPLEMENTATION DETAILS

A.1.2 Treatment of the Normal Derivative on Internal Segments of the Boundary

At internal nodes the pressure derivative is eliminated from the matrix equation (Equation (A.1) for example) by expanding it in terms of the derivatives of the shape functions and the nodal pressure values on the element. When the shape functions are linear this is a familiar finite difference approximation. The approach used in this work (and by Onyejekwe [47]) was to modify the $R_{ij}$ terms for to take account of this. The procedure for regular elements with side length $D$ is:

Loop over elements, $M = 1$, Nelements
  Loop over nodes within element, $K = 1$ to 4
    Is line segment from node $K$ to $K+1$ in the interior?
      If yes modify $R$ matrix for element $M$ as follows
        Is segment opposite from $(K,K+1)$ on the boundary?
          If yes expand normal derivative in terms of nodal pressures on this element $(M)$:
            $R(M,K+2,K) = R(M,K+2,K)$
            $- \frac{LF(M,K+2,K)}{D}$
            $R(M,K+2,K-1) = R(M,K+2,K-1)$
            $+ \frac{LF(M,K+2,K)}{D}$
            $R(M,K+3,K) = R(M,K+3,K)$
            $- \frac{LF(M,K+3,K)}{D}$
            $R(M,K+3,K-1) = R(M,K+3,K-1)$
            $+ \frac{LF(M,K+3,K)}{D}$
            $R(M,K+2,K+1) = R(M,K+2,K+1)$
            $- \frac{LB(M,K+2,K+1)}{D}$
            $R(M,K+2,K+2) = R(M,K+2,K+2)$
            $+ \frac{LB(M,K+2,K+1)}{D}$
            $R(M,K+3,K+1) = R(M,K+3,K+1)$
            $- \frac{LB(M,K+3,K+1)}{D}$
\begin{align*}
R(M, K+2, K+2) &= R(M, K+3, K+2) \\
&\quad + \frac{LB(M, K+3, K+1)}{D} \\
\text{If no expand normal derivative in terms of nodal pressure on this element and neighbouring element (L):} \\
R(M, K+2, K) &= R(M, K+2, K) \\
&\quad - \frac{LF(M, K+2, K)}{2D} \\
R(M, K+2, K-1) &= R(M, K+2, K-1) \\
&\quad + \frac{LF(M, K+2, K)}{2D} \\
R(M, K+3, K) &= R(M, K+3, K) \\
&\quad - \frac{LF(M, K+3, K)}{2D} \\
R(M, K+3, K-1) &= R(M, K+3, K-1) \\
&\quad + \frac{LF(M, K+3, K)}{2D} \\
R(M, K+2, K+1) &= R(M, K+2, K+1) \\
&\quad - \frac{LB(M, K+2, K+1)}{2D} \\
R(M, K+2, K+2) &= R(M, K+2, K+2) \\
&\quad + \frac{LB(M, K+2, K+1)}{2D} \\
R(M, K+3, K+1) &= R(M, K+3, K+1) \\
&\quad - \frac{LB(M, K+3, K+1)}{2D} \\
R(M, K+3, K+2) &= R(M, K+3, K+2) \\
&\quad + \frac{LB(M, K+3, K+1)}{2D} \\
LL &= \text{local node number in element L of the start of segment (K+2,K+3)} \\
R(L, K+2, LL-1) &= R(L, K+2, LL-1) \\
&\quad - \frac{LF(M, K+2, K)}{2D} \\
R(L, K+3, LL-1) &= R(L, K+3, LL-1) \\
&\quad - \frac{LF(M, K+3, K)}{2D} \\
R(L, K+2, LL-2) &= R(L, K+2, LL-2) \\
&\quad - \frac{LB(M, K+2, K)}{2D} \\
R(L, K+3, LL-2) &= R(L, K+3, LL-2) \\
&\quad - \frac{LB(M, K+3, K)}{2D} 
\end{align*}
End if
    If no do not modify R matrix for element M
End if
End node (K) loop
End element (M) loop

In the algorithm shown above for modifying the $R_{ij}$ terms note that the indices $i$ and $j$ can not exceed 4. If $K = 4$ then $K + 1 = 1$, $K + 2 = 2$ etc.

\section*{A.2 Matrix Assembly}

Once the element matrix $R$ has been modified to handle the expansion of normal derivative of the pressure in terms of nodal pressure values the assembly of the matrix equation in the form $Ax = b$ is relatively straightforward. The assembly is performed in an element-by-element fashion as shown in the following procedure:

Loop over elements, $M = 1$, $N_{\text{elements}}$

Loop over local node numbers within element for source point, $L = 1$ to 4

$I =$ Global node number of $L$

Loop over local node numbers within element for field point, $K = 1$ to 4

$J =$ Global node number of $K$

Is pressure an unknown variable at node $J$?

If yes include R terms

$A(I,J) = A(I,J) + R(M,L,K)$

Is permeability heterogeneous?

If yes include V terms

Loop over local node numbers, $NU = 1$ to 4

$NJ =$ Global node number of $NU$

$A(I,J) = A(I,J) - V(M,L,K,NU) \times \log(\text{Perm}(NJ))$
Include time derivative term
Loop over local node numbers, NU = 1 to 4
   NJ = Global node number of NU
   A(I,J) = A(I,J)
   + U(M,L,K,NU) * Gamma(NJ) / dt

Is qf an unknown variable at node J?
   If yes include LF term
      A(I,J) = A(I,J) - LF(M,L,K)

Is qb an unknown variable at node J?
   If yes include LB term
      A(I,J) = A(I,J) - LB(M,L,K+1)

End field point loop (K)
End source point loop (L)
End element loop (M)

This procedure assumes that time is treated in a fully implicit fashion.
The right hand side is assembled in a similar fashion.

Loop over elements, M = 1, Nelements
   Loop over local node numbers within element for source point, L = 1 to 4
      I = Global node number of L
   Loop over local node numbers within element for field point, K = 1 to 4
      J = Global node number of K
   Is pressure a known variable at node J?
      If yes include R terms
         B(I) = B(I) - R(M,L,K) * P(J)
   Is permeability heterogeneous?
      If yes include V terms
         Loop over local node numbers, NU = 1 to 4
            NJ = Global node number of NU
\[ B(I) = B(I) \]
\[ + V(M,L,K,NU) \cdot \log(\text{Perm}(NJ)) \cdot P(J) \]
Include time derivative term
Loop over local node numbers, \( NU = 1 \) to 4
\( NJ = \) Global node number of \( NU \)
\[ B(I) = B(I) \]
\[ - U(M,L,K,NU) \cdot \text{Gamma}(NJ)/dt \]
Is \( qf \) a known variable at node \( J \)
If yes include LF term
\[ B(I) = B(I) + LF(M,L,K) \cdot QF(J) \]
Is \( qb \) a known variable at node \( J \)
If yes include LB term
\[ B(I) = B(I) + LB(M,L,K+1) \cdot QB(J) \]
End field point loop \( (K) \)
End source point loop \( (L) \)
End element loop \( (M) \)

### A.3 GEM Element Integrals for Linear Rectangular Elements

To assemble and solve the matrix equation produced by GEM expressions for the element integrals must be evaluated. Every problem involves diffusive terms denoted by \( R \) and \( L \). The analytical expressions for the \( R \) and \( L \) are:

\[ R_{ij} = \int_{\Gamma_e} \frac{\partial G(r,r_i)}{\partial n} N_j \ d\Gamma - \delta_{ij} \theta_i \]  \hspace{1cm} (A.2)

\[ L_{ij} = -\int_{\Gamma_e} G(r,r_i) N_j \ d\Gamma \]  \hspace{1cm} (A.3)

Transient problems in homogeneous media require the element matrix \( T \) to be evaluated:

\[ T_{ij} = \int_{\Omega_e} G(r,r_i) N_j \ d\Omega \]  \hspace{1cm} (A.4)
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For transient problems in heterogeneous media the matrix $U$ multiplies the time derivative term:

$$U_{ijl} = \int_{\Omega_e} G(r, r_i) N_j N_l \ d\Omega$$

(A.5)

For heterogeneous problems a $\nabla \ln k \cdot \nabla p$ term appears. In discrete form this requires the element matrix $V$:

$$V_{ijl} = \int_{\Omega_e} G(r, r_i) \left[ \frac{\partial N_j}{\partial x} \frac{\partial N_l}{\partial x} + \frac{\partial N_j}{\partial y} \frac{\partial N_l}{\partial y} \right] \ d\Omega$$

(A.6)

When considering convective transport in two dimensions the convective terms involve the element matrices $P$ and $S$.

$$P_{ij} = \int_{\Omega_e} G(r, r_i) \frac{\partial N_j}{\partial x} \ d\Omega$$

(A.7)

$$S_{ij} = \int_{\Omega_e} G(r, r_i) \frac{\partial N_j}{\partial y} \ d\Omega$$

(A.8)

The values of the elements in these matrices are given in the following sections for a rectangular element with side lengths $a$ and $b$. The terms in (A.2) to (A.8) can be evaluated analytically (with the exception of (A.5). Equations (A.9) to (A.12), (A.18) to (A.25) and (A.50) to (A.53) were originally published by Taigbenu [70].

### A.3.1 Diffusive Terms

$$R_{11} = -\frac{\pi}{2}$$

(A.9)

$$R_{12} = -\frac{a}{2b} \ln \left( \frac{a^2 + b^2}{a^2} \right) + \tan^{-1} \left( \frac{b}{a} \right)$$

(A.10)

$$R_{13} = \frac{a}{2b} \ln \left( \frac{a^2 + b^2}{a^2} \right) + \frac{b}{2a} \ln \left( \frac{a^2 + b^2}{b^2} \right)$$

(A.11)

$$R_{14} = -\frac{b}{2a} \ln \left( \frac{a^2 + b^2}{b^2} \right) + \tan^{-1} \left( \frac{a}{b} \right)$$

(A.12)
The remaining terms in the $R$ matrix can be determined from the following relationships which arise from symmetry considerations:

\[ R_{23} = R_{14} \]  
(A.13)

\[ R_{24} = R_{13} \]  
(A.14)

\[ R_{34} = R_{12} \]  
(A.15)

\[ R_{ii} = R_{11} \]  
(A.16)

\[ R_{ji} = R_{ij} \]  
(A.17)

Taigbenu [70] splits the element matrix, $L_{ij}$ which accounts for the flux term, into two parts. These are $L^b_{ij}$ and $L^f_{ij}$ which account for the flux before and after the node respectively when the integration is performed in an anti-clockwise direction. The terms in these matrices are:

\[ L_{11}^b = -b \frac{(\ln b^2 - 3)}{4} \]  
(A.18)

\[ L_{12}^b = -a \frac{(\ln a^2 - 1)}{4} \]  
(A.19)

\[ L_{13}^b = -\frac{1}{4} \left[ b \ln(a^2 + b^2) + \frac{a^2}{b} \ln \frac{a^2 + b^2}{a^2} - b \right] \]  
(A.20)

\[ L_{14}^b = -\frac{1}{4} \left[ a \ln(a^2 + b^2) - \frac{b^2}{a} \ln \frac{a^2 + b^2}{b^2} - 3a + 4b \tan^{-1} \frac{a}{b} \right] \]  
(A.21)

\[ L_{11}^f = -a \frac{(\ln a^2 - 3)}{4} \]  
(A.22)

\[ L_{12}^f = -\frac{1}{4} \left[ b \ln(a^2 + b^2) - \frac{a^2}{b} \ln \frac{a^2 + b^2}{a^2} - 3b + 4a \tan^{-1} \frac{b}{a} \right] \]  
(A.23)

\[ L_{13}^f = -\frac{1}{4} \left[ a \ln(a^2 + b^2) + \frac{b^2}{a} \ln \frac{a^2 + b^2}{b^2} - a \right] \]  
(A.24)

\[ L_{14}^f = -b \frac{(\ln b^2 - 1)}{4} \]  
(A.25)
The remaining terms in the matrices $L^f$ and $L^b$ can be using the following relationships:

\[
\begin{align*}
L_{21}^f &= L_{12}^b \quad (A.26) \\
L_{22}^f &= L_{11}^b \quad (A.27) \\
L_{23}^f &= L_{14}^b \quad (A.28) \\
L_{24}^f &= L_{13}^b \quad (A.29) \\
L_{31}^f &= L_{13}^f \quad (A.30) \\
L_{32}^f &= L_{14}^f \quad (A.31) \\
L_{33}^f &= L_{11}^f \quad (A.32) \\
L_{34}^f &= L_{12}^f \quad (A.33) \\
L_{41}^f &= L_{14}^b \quad (A.34) \\
L_{42}^f &= L_{13}^b \quad (A.35) \\
L_{43}^f &= L_{12}^b \quad (A.36) \\
L_{44}^f &= L_{11}^b \quad (A.37) \\
L_{21}^b &= L_{12}^f \quad (A.38) \\
L_{22}^b &= L_{11}^f \quad (A.39) \\
L_{23}^b &= L_{14}^f \quad (A.40) \\
L_{24}^b &= L_{13}^f \quad (A.41) \\
L_{31}^b &= L_{13}^b \quad (A.42) \\
L_{32}^b &= L_{14}^b \quad (A.43) \\
L_{33}^b &= L_{11}^b \quad (A.44) \\
L_{34}^b &= L_{12}^b \quad (A.45) \\
L_{41}^b &= L_{14}^f \quad (A.46)
\end{align*}
\]
A.3.2 Time Derivative Terms

The examples presented in Chapter 3 (Pressure Transient Analysis) and Chapter 4 (Convection Diffusion Equation) were for homogeneous media so they used the element matrix $T$ to multiply the time derivative terms. Note that in both cases the theory can handle heterogeneous media in which case the element matrix $U$ would be required. The matrix elements in $T$ are:

\[ T_{11} = \frac{1}{ab} \left( -0.52083a^2b^2 + 0.16667 \left( ab^3 \text{arctan}\left( \frac{a}{b} \right) + a^3b \text{arctan}\left( \frac{b}{a} \right) \right) \right. \]
\[ + 0.0208333 \left( a^4 \log(a^2) + b^4 \log(b^2) - a^4 \log(a^2 + b^2) - b^4 \log(a^2 + b^2) \right) \]
\[ + 0.125a^2b^2 \log(a^2 + b^2) \right) \] (A.50)

\[ T_{12} = \frac{1}{ab} \left( -0.39583a^2b^2 + 0.3333a^3b \text{arctan}\left( \frac{b}{a} \right) + \right. \]
\[ 0.0625a^4 \left( \log(a^2) - \log(a^2 + b^2) \right) \]
\[ + 0.125a^2b^2 \log(a^2 + b^2) + 0.0625a^4 \left( \log(a^2) - \log(a^2 + b^2) \right) \]
\[ + 0.0208333 \left( b^4 \log(a^2 + b^2) - b^4 \log(b^2) \right) \] (A.51)

\[ T_{13} = \frac{1}{ab} \left( -0.1875a^2b^2 + 0.0625 \left( (a^4 + b^4) \log(a^2 + b^2) - a^4 \log(a^2) \right. \right. \]
\[ - b^4 \log(b^2) \right) + 0.125a^2b^2 \log(a^2 + b^2) \] (A.52)

\[ T_{14} = \frac{1}{ab} \left( -0.39583a^2b^2 + 0.33333ab^3 \text{arctan}\left( \frac{a}{b} \right) \right. \]
\[ + 0.0208333a^4 \left( \log(a^2 + b^2) - \log(a^2) \right) + 0.0625b^4 \left( \log(b^2) \right. \]
\[ - \log(a^2 + b^2) \right) + 0.125a^2b^2 \log(a^2 + b^2) \] (A.53)
The symmetry arguments that define the remaining terms in the $T$ matrix are:

\[
T_{23} = T_{14} \quad (A.54)
\]

\[
T_{24} = T_{13} \quad (A.55)
\]

\[
T_{34} = T_{12} \quad (A.56)
\]

\[
T_{ii} = T_{11} \quad (A.57)
\]

\[
T_{ji} = T_{ij} \quad (A.58)
\]

Chapters 5 (Oil-Water Reservoir Simulation) and 6 (Parameter Estimation) presented examples involving flow in heterogeneous media. This requires the element matrix $U$ multiplying the time derivative terms. The terms in the $U$ matrix were not computed analytically. If analytical expressions were required they could be probably be derived by beginning from expressions for the following integral presented by Taigbenu [70]:

\[
\frac{1}{2} \int_{0}^{b} \int_{a}^{0} \left( \frac{x}{a} \right)^{i} \left( \frac{y}{b} \right)^{j} \ln(x^{2} + y^{2}) dx dy \quad (A.59)
\]

However in this work the $U$ matrix was computed using Mathematica’s [75] Gauss-Kronrod numerical integration. For square elements with dimensionless lengths of 0.05 the terms in the $U$ matrix are:

\[
U_{1jl} = \begin{bmatrix}
-0.00114098 & -0.000501048 & -0.000232431 & -0.000501048 \\
-0.000501048 & -0.000899393 & -0.00043014 & -0.000232431 \\
-0.000232431 & -0.00043014 & -0.000815155 & -0.00043014 \\
-0.000501048 & -0.000232431 & -0.00043014 & -0.000899393
\end{bmatrix} \quad (A.60)
\]

\[
U_{2jl} = \begin{bmatrix}
-0.000899393 & -0.000501048 & -0.000232431 & -0.00043014 \\
-0.000501048 & -0.00114098 & -0.000501048 & -0.000232431 \\
-0.000232431 & -0.000501048 & -0.000899393 & -0.00043014 \\
-0.00043014 & -0.000232431 & -0.00043014 & -0.000815155
\end{bmatrix} \quad (A.61)
\]

\[
U_{3jl} = \begin{bmatrix}
-0.000815155 & -0.00043014 & -0.000232431 & -0.00043014 \\
-0.00043014 & -0.000899393 & -0.000501048 & -0.000232431 \\
-0.000232431 & -0.000501048 & -0.00114098 & -0.000501048 \\
-0.00043014 & -0.000232431 & -0.000501048 & -0.000899393
\end{bmatrix} \quad (A.62)
\]
\[ U_{4ij} = \begin{bmatrix} -0.000899393 & -0.00043014 & -0.000232431 & -0.000501048 \\ -0.00043014 & -0.000815155 & -0.00043014 & -0.000232413 \\ -0.000232431 & -0.00043014 & -0.000899393 & -0.000501048 \\ -0.000501048 & -0.000232431 & -0.000501048 & -0.00114098 \end{bmatrix} \] (A.63)

### A.3.3 Heterogeneity Term

The theory presented in Chapter 3 (Pressure Transient Analysis) and the examples presented in Chapter 5 (Oil-Water Reservoir Simulation) and Chapter 6 (Parameter Estimation) require the element matrix \( V \) which corresponds to the \( \nabla \ln k \cdot \nabla p \) term. The terms in \( V \) are:

\[
V_{111} = \frac{1}{a^2 b^2} \left( 0.5a^2 b^2 \left( \arctan \left( \frac{a}{b} \right) + \arctan \left( \frac{b}{a} \right) \right) 
+ ab \left( -0.611111(a^2 + b^2) + 0.166667(a^2 \log(a^2) + b^2 \log(b^2)) \right) \right) 
\] (A.64)

\[
V_{112} = \frac{1}{a^2 b^2} \left( 0.166667a^4 - 0.5a^2 b^2 \right) \arctan \left( \frac{b}{a} \right) 
+ ab \left( -0.611111(a^2 + b^2) + 0.166667(a^2 \log(a^2) + b^2 \log(b^2)) \right) 
\] (A.65)

\[
V_{113} = \frac{1}{a^2 b^2} \left( 0.305556(a^3 b + ab^3) - 0.166667 \left( b^4 \arctan \left( \frac{a}{b} \right) + a^4 \arctan \left( \frac{b}{a} \right) \right) 
+ 0.0833333 \left( a^3 \log(a^2) + ab^3 \log(b^2) \right) 
- 0.166667 \left( a^3 \log(a^2 + b^2) + ab^3 \log(a^2 + b^2) \right) \right) 
\] (A.66)

\[
V_{114} = \frac{1}{a^2 b^2} \left( -0.5a^2 b^2 + 0.166667b^4 \right) \arctan \left( \frac{a}{b} \right) 
+ ab \left( 0.611111a^2 
- 0.305556b^2 - 0.0833333a^2 \log(a^2) - 0.166667b^2 \log(b^2) 
- 0.0833333a^2 \log(a^2 + b^2) + 0.25b^2 \log(a^2 + b^2) \right) \right) 
\] (A.67)

\[ V_{121} = V_{112} \] (A.68)
\[ V_{122} = \frac{1}{a^2b^2} \left( a \left( -0.277778a^2b - 0.61111b^3 + (0.16667a^3 + 0.5ab^2) \arctan\left( \frac{b}{a} \right) 
+ 0.16667a^2 \log(a^2) + 0.16667b^3 \log(a^2 + b^2) \right) \right) \]  
(A.69)

\[ V_{123} = \frac{1}{a^2b^2} \left( 0.16667a^4 \arctan\left( \frac{a}{b} \right) - 0.16667a^4 \arctan\left( \frac{b}{a} \right) + ab \left( 0.277778a^2 
- 0.30556b^2 - 0.083333a^2 \log(a^2) 
+ 0.083333(b^2 - a^2) \log(a^2 + b^2) \right) \right) \]  
(A.70)

\[ V_{124} = \frac{1}{a^2b^2} \left( 0.30556(a^3b + ab^3) - 0.16667 \left( b^4 \arctan\left( \frac{a}{b} \right) + a^4 \arctan\left( \frac{b}{a} \right) \right) 
+ 0.083333(a^3 \log(a^2) + ab^2 \log(b^2)) - 0.16667(a^3 \log(a^2 + b^2) + 
ab^2 \log(a^2 + b^2)) \right) \]  
(A.71)

\[ V_{131} = V_{113} \]  
(A.72)

\[ V_{132} = V_{123} \]  
(A.73)

\[ V_{133} = \frac{1}{a^2b^2} \left( 0.16667 \left( b^4 \arctan\left( \frac{a}{b} \right) + a^4 \arctan\left( \frac{b}{a} \right) \right) \right) 
+ ab \left( -0.27778(a^2 + b^2) + 0.16667(a^2 + b^2) \log(a^2 + b^2) \right) \]  
(A.74)

\[ V_{134} = \frac{1}{a^2b^2} \left( 0.16667 \left( a^4 \arctan\left( \frac{b}{a} \right) - b^4 \arctan\left( \frac{a}{b} \right) \right) + a \left( -0.30556a^2b 
+ 0.277778b^3 + 0.083333(a^2 \log(a^2 + b^2) - b^3 \log(a^2 + b^2) \right) \right) \]  
(A.75)

\[ V_{141} = V_{114} \]  
(A.76)

\[ V_{142} = V_{124} \]  
(A.77)

\[ V_{143} = V_{134} \]  
(A.78)

\[ V_{144} = \frac{1}{a^2b^2} \left( (0.5a^2b^2 + 0.166667b^4) \arctan\left( \frac{a}{b} \right) + ab \left( -0.611111a^2 
- 0.277778b^2 + 0.166667(b^2 \log(b^2) + a^2 \log(a^2 + b^2)) \right) \right) \]  
(A.79)
A.3.4 Convective Terms

Chapter 4 requires element matrices $P$ and $S$ to handle the convective terms in the $x$ and $y$ directions. The terms in $P$ and $S$ are:

$$ P_{11} = \frac{1}{ab} \left( 0.91667ab^2 - 0.16667b^3 \arctan(\frac{a}{b}) - 0.5a^2b \arctan(\frac{b}{a}) \\ -0.08333a^3\log(a^2) + 0.08333a^3\log(a^2 + b^2) \\ -0.25ab^2\log(a^2 + b^2) \right) $$  \hspace{1cm} (A.80)

$$ P_{12} = -P_{11} $$  \hspace{1cm} (A.81)

$$ P_{13} = \frac{1}{ab} \left( -0.58333ab^2 + 0.3333b^3 \arctan(\frac{a}{b}) - 0.08333a^3\log(a^2) \\ +0.08333a^3\log(a^2 + b^2) + 0.25ab^2\log(a^2 + b^2) \right) $$  \hspace{1cm} (A.82)

$$ P_{14} = -P_{13} $$  \hspace{1cm} (A.83)

$$ P_{21} = -P_{12} $$  \hspace{1cm} (A.84)

$$ P_{22} = -P_{11} $$  \hspace{1cm} (A.85)

$$ P_{23} = -P_{14} $$  \hspace{1cm} (A.86)

$$ P_{24} = -P_{13} $$  \hspace{1cm} (A.87)

$$ P_{31} = -P_{13} $$  \hspace{1cm} (A.88)

$$ P_{32} = -P_{14} $$  \hspace{1cm} (A.89)

$$ P_{33} = -P_{11} $$  \hspace{1cm} (A.90)

$$ P_{34} = -P_{12} $$  \hspace{1cm} (A.91)

$$ P_{41} = P_{14} $$  \hspace{1cm} (A.92)

$$ P_{42} = P_{13} $$  \hspace{1cm} (A.93)

$$ P_{43} = P_{12} $$  \hspace{1cm} (A.94)

$$ P_{44} = P_{11} $$  \hspace{1cm} (A.95)
\[ S_{11} = \frac{1}{ab} \left( 0.916667a^2b - 0.16667a^3 \arctan\left( \frac{b}{a} \right) - 0.5ab^2 \arctan\left( \frac{a}{b} \right) \ight. \\
\left. -0.083333b^3 \log(b^2) + 0.083333b^3 \log(a^2 + b^2) \ight) - 0.25a^2 b \log(a^2 + b^2) \] (A.96)

\[ S_{12} = \frac{1}{ab} \left( 0.583333a^2b - 0.3333a^3 \arctan\left( \frac{b}{a} \right) + 0.083333b^3 \log(b^2) \ight. \\
\left. -0.083333b^3 \log(a^2 + b^2) - 0.25a^2 b \log(a^2 + b^2) \right) \] (A.97)

\[ S_{13} = -S_{12} \] (A.98)

\[ S_{14} = -S_{11} \] (A.99)

\[ S_{21} = S_{12} \] (A.100)

\[ S_{22} = S_{11} \] (A.101)

\[ S_{23} = S_{14} \] (A.102)

\[ S_{24} = S_{13} \] (A.103)

\[ S_{31} = -S_{13} \] (A.104)

\[ S_{32} = -S_{14} \] (A.105)

\[ S_{33} = -S_{11} \] (A.106)

\[ S_{34} = -S_{12} \] (A.107)

\[ S_{41} = -S_{14} \] (A.108)

\[ S_{42} = -S_{13} \] (A.109)

\[ S_{43} = -S_{12} \] (A.110)

\[ S_{44} = -S_{11} \] (A.111)
A.4 Overhauser Element Matrices

Chapter 5 (Oil-Water Reservoir Simulation) investigated the use of Overhauser elements to provide $C^1$ continuity of the pressure. To do so the element matrices for terms involving the pressure must be recomputed. When Overhauser elements are used 16 positions must be considered for the field node of the Green’s function.

A.4.1 Diffusion Term

The definition of the $R$ matrix remains the same:

$$R_{ij} = \int_{\Gamma_x} \frac{\partial G(r, r_i)}{\partial n} N_j \, d\Gamma - \delta_{ij} \theta_i$$  \hspace{1cm} (A.112)

However since the shape functions $N_j$ are no longer linear the values of the terms in the $R$ matrix become:

$$R_{1,1} = -\frac{\pi}{2}$$  \hspace{1cm} (A.113)

$$R_{1,2} = \frac{1}{b^3} \left(-1.75a^2b + (2.5a^2b + b^3)tan^{-1}\left(\frac{b}{a}\right) + 0.75a^3log(a^2) \right)$$  \hspace{1cm} (A.114)

$$-0.75a^3log(a^2 + b^2) \right)$$  \hspace{1cm} (A.115)

$$R_{1,3} = -\frac{b}{a^3} \left(-1.25a^2 + 2ab \tan^{-1}\left(\frac{a}{b}\right) + (0.25a^2 + 0.75b^2)log(b^2) \right)$$

$$-0.25a^2log(a^2 + b^2) - 0.75b^2log(a^2 + b^2) \right) + \frac{a}{b^2} \left(1.25b^2$$

$$-2ab \tan^{-1}\left(\frac{b}{a}\right) + (-0.75a^2 - 0.25b^2)log(a^2) + 0.75a^2log(a^2 + b^2)$$

$$+0.25b^2log(a^2 + b^2) \right)$$

$$R_{1,4} = -\frac{1}{a^3} \left(1.75a^2b + (-a^3 - 2.5ab^2)atan^{-1}\left(\frac{a}{b}\right) \right)$$  \hspace{1cm} (A.116)

$$-0.75b^3log(b^2) + 0.75b^3log(a^2 + b^2) \right)$$

$$R_{1,5} = \frac{a}{b^3} \left(0.75b^2 - ab \tan^{-1}\left(\frac{b}{a}\right) + (-0.25a^2 + 0.25b^2)log(a^2) \right)$$  \hspace{1cm} (A.117)

$$+0.25a^2log(a^2 + b^2) - 0.25b^2log(a^2 + b^2) \right)$$
\[ R_{1,9} = \frac{b}{a^3} \left( -0.75a^2 + ab \tan^{-1}\left( \frac{a}{b} \right) + (-0.25a^2 + 0.25b^2) \log(b^2) \right) + (0.25a^2 \log(a^2 + b^2) - 0.25b^2 \log(a^2 + b^2)) \] (A.118)

\[ R_{1,10} = \frac{b}{a^3} \left( -0.5ab \tan^{-1}\left( \frac{a}{b} \right) - 0.25b^2 \log(b^2) \right) + 0.25(a^2 + b^2 \log(a^2 + b^2)) \] (A.119)

\[ R_{1,12} = \frac{a}{b^3} \left( 0.5ab \tan^{-1}\left( \frac{b}{a} \right) + 0.25a^2 \log(a^2) \right) - 0.25(b^2 + a^2 \log(a^2 + b^2)) \] (A.120)

\[ R_{2,5} = R_{2,10} = R_{3,8} = R_{3,11} = R_{4,7} = R_{4,12} = R_{1,6} \] (A.121)

\[ R_{2,9} = R_{2,11} = R_{3,5} = R_{3,7} = R_{4,6} = R_{4,8} = R_{1,10} \] (A.122)

\[ R_{i,i} = R_{1,1} \quad i = 2, 3, 4 \] (A.123)

\[ R_{j,i} = R_{i,j} \quad i, j = 2, 3, 4 \] (A.124)

All unspecified \( R_{i,j} \) are zero.

### A.4.2 Heterogeneity Term

The element integrals for the \( V_{ijl} \) term were computed numerically. The expression for \( V_{ijl} \) is the same as the linear element case given in Equation (A.6) however the index \( j \) run from 1 to 16, not 1 to 4 as in the linear element case. For an example with square elements with a dimensionless length of 0.1 the values in the \( V \) matrix
are:

\[
V_{1 lj} = \begin{bmatrix}
-2.09234 & 0.58505 & 0.922237 & 0.058505 \\
0.645954 & -1.97027 & 0.394723 & 0.929591 \\
0.933995 & 0.422682 & -1.77936 & 0.422682 \\
0.645954 & 0.929591 & 0.394723 & -1.97027 \\
0.0391273 & -0.0772963 & -0.0355966 & 0.0737657 \\
-0.0793216 & 0.0637974 & 0.0533784 & -0.0378542 \\
0.0391273 & 0.0737657 & -0.035966 & -0.0772963 \\
0.0209646 & 0.0838252 & -0.0537365 & -0.0510534 \\
-0.0793216 & -0.0378542 & 0.0533784 & 0.0637974 \\
-0.051836 & -0.0557618 & 0.0725998 & 0.034998 \\
0.0209646 & -0.0510534 & -0.0537365 & 0.0838252 \\
-0.051836 & 0.034998 & 0.0725998 & -0.0557618 \\
\end{bmatrix}
\tag{A.125}
\]

\[
V_{2 lj} = \begin{bmatrix}
-1.97027 & 0.394723 & 0.929591 & 0.645954 \\
0.422682 & -1.77936 & 0.422682 & 0.645954 \\
0.933995 & 0.645954 & -1.97027 & 0.645954 \\
0.58505 & 0.922237 & 0.58505 & -2.09234 \\
0.083252 & -0.0537365 & -0.0510534 & 0.0209646 \\
-0.0557618 & 0.0725998 & 0.034998 & -0.051836 \\
0.0838252 & 0.0209646 & -0.0510534 & -0.0537365 \\
0.0737657 & 0.0391273 & -0.0772963 & -0.0355966 \\
-0.0557618 & -0.051836 & 0.034998 & 0.0725998 \\
-0.0378542 & -0.0793216 & 0.0637974 & 0.0533784 \\
0.034998 & -0.051836 & -0.0557618 & 0.0725998 \\
-0.0510534 & 0.0209646 & 0.0838252 & -0.0537365 \\
\end{bmatrix}
\tag{A.126}
\]
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\[ V_{3jl} = \begin{bmatrix}
-1.77936 & 0.422682 & 0.933995 & 0.422682 \\
0.394723 & -1.97027 & 0.645954 & 0.929591 \\
0.092237 & 0.58505 & -2.09234 & 0.58505 \\
0.394723 & 0.929591 & 0.645954 & -1.97027 \\
0.07259978 & -0.0557618 & -0.051836 & 0.034998 \\
-0.0537365 & 0.0838252 & 0.0209646 & -0.0510534 \\
0.0725998 & 0.034998 & -0.051836 & -0.057618 \\
0.0533784 & 0.0637974 & -0.0793216 & -0.0378542 \\
-0.0537365 & -0.0510534 & 0.0209646 & 0.0838252 \\
-0.0355966 & -0.0772963 & 0.0391273 & 0.0737657 \\
0.0533784 & -0.0378542 & -0.0793216 & 0.0637974 \\
-0.0355966 & 0.0737657 & 0.031273 & -0.0772933 
\end{bmatrix} \] (A.127)

\[ V_{4jl} = \begin{bmatrix}
-1.97027 & 0.394723 & 0.929591 & 0.645954 \\
0.422682 & -1.77936 & 0.422682 & 0.933995 \\
0.929591 & 0.394723 & -1.97027 & 0.645954 \\
0.58505 & 0.922237 & 0.58505 & -2.09234 \\
0.0838252 & -0.0537365 & -0.0510534 & 0.0209646 \\
-0.0557618 & 0.0725998 & 0.034998 & -0.051836 \\
0.0637974 & 0.0533784 & -0.0378542 & -0.0793216 \\
0.034998 & 0.0725998 & -0.0557618 & -0.051836 \\
-0.0772963 & -0.0355966 & 0.0737657 & 0.0391273 \\
-0.0510534 & -0.0537365 & 0.0838252 & 0.0209646 \\
0.0737657 & -0.0533784 & -0.0772963 & 0.0391273 \\
-0.0378542 & 0.0533784 & 0.0637974 & -0.0793216 
\end{bmatrix} \] (A.128)
Appendix B

Transient Well Index

This appendix presents a derivation of a transient well index proposed in Chapter 7 (Concluding Remarks). The derivation is based on the derivation of the Peaceman well index [50] however it does not make the assumption of steady-state flow. The derivation begins from the analytical solution for transient radial flow in a homogeneous medium:

\[ p(r) = p_i - \frac{q\mu}{4\pi kh} Ei \left( \frac{\phi\mu c r^2}{4kt} \right) \]  \hspace{1cm} (B.1)

Denote \( r_o \) as the radius at which the block pressure matches the pressure predicted by Equation (B.1):

\[ p(r_o) = p_i - \frac{q\mu}{4\pi kh} Ei \left( \frac{\phi\mu c r_o^2}{4kt} \right) \]  \hspace{1cm} (B.2)

Now consider the material balance equation solved for the cell containing the well by the finite difference simulator:

\[ q = \frac{kh}{\mu} [p_1 + p_2 + p_3 + p_4 - 4p_o] \]  \hspace{1cm} (B.3)

The layout of the finite difference grid is shown in Figure B.1.

The block pressure in Equation (B.3) are given by:

\[ p_j = p_i - \frac{q\mu}{4\pi kh} Ei \left( \frac{\phi\mu c a^2}{4kt} \right) \]  \hspace{1cm} \( j = 1, 4 \) \hspace{1cm} (B.4)

Subsituting Equations (B.2) and (B.4) into (B.3) gives:

\[ q = 4 \frac{kh}{\mu} \frac{q\mu}{4\pi kh} \left[ Ei \left( \frac{\phi\mu c r_o^2}{4kt} \right) - Ei \left( \frac{\phi\mu c a^2}{4kt} \right) \right] \]  \hspace{1cm} (B.5)
The radius \( r_o \) can be derived in terms of \( a \) by numerically solving:

\[
\left[ Ei\left( \frac{\phi \mu c r_o^2}{4kt} \right) - Ei\left( \frac{\phi \mu c a^2}{4kt} \right) \right] = \pi
\]  
(B.6)

The well index can now be derived by considering the pressure at the well:

\[
p_w = p_i - \frac{q \mu}{4\pi kh} Ei\left( \frac{\phi \mu c r_o^2}{4kt} \right)
\]  
(B.7)

Equation (B.7) can be rearranged for \( q \):

\[
q = \frac{4\pi kh}{\mu} \left( p_i - p_w \right) Ei\left( \frac{\phi \mu c r_o^2}{4kt} \right)
\]  
(B.8)

The initial reservoir pressure \( p_i \) must be eliminated from Equation (B.8). This can be done by substituting Equation (B.2) into Equation (B.8) to give:

\[
q = 4\pi kh \frac{(p_o - p_w)}{\mu} Ei\left( \frac{\phi \mu c r_o^2}{4kt} \right) + q \frac{Ei\left( \frac{\phi \mu c r_w^2}{4kt} \right)}{Ei\left( \frac{\phi \mu c r_o^2}{4kt} \right)}
\]  
(B.9)

Equation (B.9) can be simplified to give:

\[
q = \frac{4\pi kh}{\mu} (p_o - p_w) \frac{1}{Ei\left( \frac{\phi \mu c r_w^2}{4kt} \right) - Ei\left( \frac{\phi \mu c r_o^2}{4kt} \right)}
\]  
(B.10)

Equation (B.10) suggests a well index of:

\[
WI = \frac{4\pi kh}{\mu} \frac{1}{Ei\left( \frac{\phi \mu c r_w^2}{4kt} \right) - Ei\left( \frac{\phi \mu c r_o^2}{4kt} \right)}
\]  
(B.11)
Appendix C

Accuracy of DRBEM and GEM

This section presents numerical results studying the performance of DRBEM and the one and two-dimensional GEM formulations. Test problem A is a one-dimensional flow problem with an exponential variation in the permeability distribution on the domain $x[0, 1]$: 

$$k = e^{\alpha x}$$ \hspace{1cm} (C.1)

The boundary conditions are:

$$p(0) = 0$$ \hspace{1cm} (C.2)

$$p(1) = 1$$ \hspace{1cm} (C.3)

The analytical solution to this problem is:

$$p = \frac{1 - e^{-\alpha x}}{1 - e^{-\alpha}}$$ \hspace{1cm} (C.4)

Table C.1 shows a comparison of DRBEM and two-dimensional GEM with a ten element grid and $\alpha = 1$. The results show that GEM reproduces the analytical solution more closely than DRBEM.

No theoretical discussion of the order of accuracy of GEM is available. For transient problems both methods used in this work use a finite difference approximation in time. Therefore the errors introduced by discretizing time domain are expected
### Table C.1: Comparison of DRBEM and GEM for flow in heterogeneous media

<table>
<thead>
<tr>
<th>x</th>
<th>p, DRBEM</th>
<th>p, GEM</th>
<th>p, exact</th>
<th>% error DRBEM</th>
<th>% error GEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>0.157506</td>
<td>0.146912</td>
<td>0.150545</td>
<td>4.62</td>
<td>-2.41</td>
</tr>
<tr>
<td>0.2</td>
<td>0.299697</td>
<td>0.282507</td>
<td>0.286764</td>
<td>4.51</td>
<td>-1.48</td>
</tr>
<tr>
<td>0.3</td>
<td>0.427817</td>
<td>0.405484</td>
<td>0.41002</td>
<td>4.34</td>
<td>-1.11</td>
</tr>
<tr>
<td>0.4</td>
<td>0.542913</td>
<td>0.517019</td>
<td>0.521546</td>
<td>4.10</td>
<td>-0.868</td>
</tr>
<tr>
<td>0.5</td>
<td>0.645888</td>
<td>0.618176</td>
<td>0.622459</td>
<td>3.76</td>
<td>-0.688</td>
</tr>
<tr>
<td>0.6</td>
<td>0.737495</td>
<td>0.70992</td>
<td>0.713769</td>
<td>3.32</td>
<td>-0.539</td>
</tr>
<tr>
<td>0.7</td>
<td>0.818326</td>
<td>0.793127</td>
<td>0.79639</td>
<td>2.75</td>
<td>-0.410</td>
</tr>
<tr>
<td>0.8</td>
<td>0.888838</td>
<td>0.868593</td>
<td>0.871149</td>
<td>2.03</td>
<td>-0.293</td>
</tr>
<tr>
<td>0.9</td>
<td>0.94932</td>
<td>0.937036</td>
<td>0.938793</td>
<td>1.12</td>
<td>-0.187</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table C.2: Grid refinement to assess spatial errors in GEM

<table>
<thead>
<tr>
<th>x</th>
<th>p, $\Delta x = 0.1$</th>
<th>% error</th>
<th>p, $\Delta x = 0.05$</th>
<th>% error</th>
<th>p, $\Delta x = 0.025$</th>
<th>% error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.1</td>
<td>0.146912</td>
<td>-2.41</td>
<td>0.148834</td>
<td>-1.14</td>
<td>0.14975</td>
<td>-0.528</td>
</tr>
<tr>
<td>0.2</td>
<td>0.282507</td>
<td>-1.48</td>
<td>0.284428</td>
<td>-0.815</td>
<td>0.285636</td>
<td>-0.393</td>
</tr>
<tr>
<td>0.3</td>
<td>0.405484</td>
<td>-1.11</td>
<td>0.407348</td>
<td>-0.652</td>
<td>0.408754</td>
<td>-0.309</td>
</tr>
<tr>
<td>0.4</td>
<td>0.517019</td>
<td>-0.868</td>
<td>0.518778</td>
<td>-0.531</td>
<td>0.520278</td>
<td>-0.243</td>
</tr>
<tr>
<td>0.5</td>
<td>0.618176</td>
<td>-0.688</td>
<td>0.619794</td>
<td>-0.428</td>
<td>0.621268</td>
<td>-0.191</td>
</tr>
<tr>
<td>0.6</td>
<td>0.70992</td>
<td>-0.539</td>
<td>0.71137</td>
<td>-0.336</td>
<td>0.712701</td>
<td>-0.150</td>
</tr>
<tr>
<td>0.7</td>
<td>0.793127</td>
<td>-0.410</td>
<td>0.794388</td>
<td>-0.251</td>
<td>0.795487</td>
<td>-0.113</td>
</tr>
<tr>
<td>0.8</td>
<td>0.868593</td>
<td>-0.293</td>
<td>0.86965</td>
<td>-0.172</td>
<td>0.870462</td>
<td>-0.0788</td>
</tr>
<tr>
<td>0.9</td>
<td>0.937036</td>
<td>-0.187</td>
<td>0.937879</td>
<td>-0.0974</td>
<td>0.938382</td>
<td>-0.0438</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
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Figure C.1: Error behavior with grid refinement

to be of order $\Delta t$. To assess the spatial errors the test problem was solved on three grids with $\Delta x = 0.1, 0.05, 0.025$ and $\alpha = 1$. The results are presented in Table C.2.

The errors at three locations, $x=0.2$, 0.5 and 0.8, are shown in Figure C.1. The error at each location decreases linearly as the grid is refined. This behavior is believed to be related to the approximation of the pressure derivative at internal nodes. The matrix equation being solved is:

$$ \sum_{i=1}^{M} \left( R_{ij} p_j + L_{ij} q_j - V_{ijkl} \ln k_j p_l \right) = 0 \quad (C.5) $$

The $q_j$ terms are however treated as first order finite differences in terms of the nodal pressures so their accuracy is of order $\Delta x$.

The effect of heterogeneity was considered by using GEM to solve test problem A with $\Delta x = 0.05$ for $\alpha = 1, 3, 5$. The results are shown in Table C.3. These results show that the largest errors occur in areas where the permeability changes most rapidly.

To assess the difference in performance between the one- and two-dimensional
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Table C.3: Errors with increasing heterogeneity

<table>
<thead>
<tr>
<th>x</th>
<th>p, α = 1 % error</th>
<th>p, α = 3 % error</th>
<th>p, α = 5 % error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.1</td>
<td>1.48834 -1.14</td>
<td>0.266058 -2.48</td>
<td>0.384371 -2.97</td>
</tr>
<tr>
<td>0.2</td>
<td>0.28428 -0.815</td>
<td>0.467577 -1.53</td>
<td>0.626775 -1.51</td>
</tr>
<tr>
<td>0.3</td>
<td>0.407348 -0.652</td>
<td>0.617646 -1.10</td>
<td>0.774851 -0.932</td>
</tr>
<tr>
<td>0.4</td>
<td>0.518778 -0.531</td>
<td>0.729401 -0.818</td>
<td>0.865306 -0.600</td>
</tr>
<tr>
<td>0.5</td>
<td>0.619794 -0.428</td>
<td>0.812625 -0.605</td>
<td>0.920562 -0.387</td>
</tr>
<tr>
<td>0.6</td>
<td>0.71137 -0.336</td>
<td>0.874602 -0.436</td>
<td>0.954316 -0.245</td>
</tr>
<tr>
<td>0.7</td>
<td>0.794388 -0.251</td>
<td>0.920756 -0.300</td>
<td>0.974935 -0.148</td>
</tr>
<tr>
<td>0.8</td>
<td>0.869654 -0.172</td>
<td>0.955128 -0.188</td>
<td>0.987531 -0.0822</td>
</tr>
<tr>
<td>0.9</td>
<td>0.937879 -0.0974</td>
<td>0.980725 -0.096</td>
<td>0.995226 -0.0375</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

GEM formulations test problem B was introduced. It is also a one-dimensional flow problem. The permeability is given by:

\[ k = \frac{1}{1 + x} \]  \hspace{1cm} (C.6)

The boundary conditions are:

\[ p(0) = 0 \]  \hspace{1cm} (C.7)
\[ p(1) = 1.5 \]  \hspace{1cm} (C.8)

The analytical solution to the problem is:

\[ p = x + \frac{x^2}{2} \]  \hspace{1cm} (C.9)

Tables C.4 and C.5 present results for test problem A with \( \alpha = 3 \) and test problem B for the one- and two-dimensional GEM schemes. These results show that the one-dimensional GEM formulation is significantly more accurate than its two-dimensional counterpart.
Table C.4: Comparison of one- and two-dimensional GEM, test problem A

<table>
<thead>
<tr>
<th>x</th>
<th>p, 2D</th>
<th>% error</th>
<th>p, 1D</th>
<th>% error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.1</td>
<td>0.266058</td>
<td>-2.48</td>
<td>0.27427</td>
<td>-0.552</td>
</tr>
<tr>
<td>0.2</td>
<td>0.467577</td>
<td>-1.53</td>
<td>0.476169</td>
<td>-0.282</td>
</tr>
<tr>
<td>0.3</td>
<td>0.617646</td>
<td>-1.10</td>
<td>0.625656</td>
<td>-0.181</td>
</tr>
<tr>
<td>0.4</td>
<td>0.729401</td>
<td>-0.818</td>
<td>0.736335</td>
<td>-0.124</td>
</tr>
<tr>
<td>0.5</td>
<td>0.812625</td>
<td>-0.605</td>
<td>0.818283</td>
<td>-0.0866</td>
</tr>
<tr>
<td>0.6</td>
<td>0.874602</td>
<td>-0.436</td>
<td>0.878956</td>
<td>-0.0593</td>
</tr>
<tr>
<td>0.7</td>
<td>0.920756</td>
<td>-0.300</td>
<td>0.923879</td>
<td>-0.0386</td>
</tr>
<tr>
<td>0.8</td>
<td>0.955128</td>
<td>-0.188</td>
<td>0.95714</td>
<td>-0.0225</td>
</tr>
<tr>
<td>0.9</td>
<td>0.980725</td>
<td>-0.096</td>
<td>0.981767</td>
<td>-0.00995</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table C.5: Comparison of one- and two-dimensional GEM, test problem B

<table>
<thead>
<tr>
<th>x</th>
<th>p, 2D</th>
<th>% error</th>
<th>p, 1D</th>
<th>% error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.1</td>
<td>0.106234</td>
<td>1.17524</td>
<td>0.105042</td>
<td>-0.0395762</td>
</tr>
<tr>
<td>0.2</td>
<td>0.221872</td>
<td>0.850909</td>
<td>0.220026</td>
<td>-0.0119711</td>
</tr>
<tr>
<td>0.3</td>
<td>0.34736</td>
<td>0.684058</td>
<td>0.345014</td>
<td>-0.00415591</td>
</tr>
<tr>
<td>0.4</td>
<td>0.482681</td>
<td>0.558542</td>
<td>0.480005</td>
<td>-0.0010909</td>
</tr>
<tr>
<td>0.5</td>
<td>0.627824</td>
<td>0.45184</td>
<td>0.624999</td>
<td>0.000195945</td>
</tr>
<tr>
<td>0.6</td>
<td>0.782776</td>
<td>0.355897</td>
<td>0.779995</td>
<td>0.000673287</td>
</tr>
<tr>
<td>0.7</td>
<td>0.947527</td>
<td>0.267407</td>
<td>0.944993</td>
<td>0.00074218</td>
</tr>
<tr>
<td>0.8</td>
<td>1.12207</td>
<td>0.184821</td>
<td>1.11999</td>
<td>0.000593794</td>
</tr>
<tr>
<td>0.9</td>
<td>1.30638</td>
<td>0.105747</td>
<td>1.305</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>1.5</td>
<td>0.0</td>
<td>1.5</td>
<td>0.0</td>
</tr>
</tbody>
</table>