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Abstract

Geological sequestration is a potential technology for the long term storage of carbon dioxide (CO$_2$) emissions from stationary sources such as fossil fuel fired power plants. CO$_2$ injected into geological formations such as saline aquifers can be effectively immobilized by structural trapping, residual trapping, solution trapping and mineralization. In this work, previously developed optimization methods were modified and used for the optimization of CO$_2$ sequestration process. The optimization was based on the conjugate gradient (CG) method and used a commercial simulator as a “black box” for the calculation of numerical gradients. The main objective of the optimization was to determine optimal valve settings/injection rates for wells that maximize residual trapping of CO$_2$, so as to minimize the amount of CO$_2$ that is structurally trapped. This would mitigate the risk of leakage of the CO$_2$ to the atmosphere due to a loss in integrity of the formation cap rock.

First, 2-D simulations were carried out to study factors such as injection rates and aquifer properties that affect residual trapping and to verify that these factors were being captured by our models. Then, optimizations were carried out on a mildly heterogeneous, 2-D model for a variety of cases. It was shown that the optimization acted to increase the amount of residual trapping of CO$_2$ in the aquifer. When compared with an unoptimized two-well case, the optimization led to a decrease of 43% in the amount of structurally trapped CO$_2$. Optimization was also carried out on a 3-well case, which again produced significant improvements over the base case. Cases with high aquifer heterogeneity, a case with capillary pressure hysteresis and a case with a higher number of optimization steps were also studied to understand the effect of these factors on the optimized solution. The convergence of the optimization procedure to sub-optimal solutions was observed, however, so there is scope for improvements in algorithmic performance. There is also a need for enhanced computational efficiency, as the current algorithm is only suitable for cases with relatively few wells and well setting updates.
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Chapter 1

1. Introduction

It is now widely accepted that CO\textsubscript{2} emissions into the atmosphere are one of the major contributors to global warming. Three fourths of the global carbon emissions from human activities are due to the combustion of fossil fuels. In the US this figure is 82\% (EIA data, May 2007). While a permanent solution to this problem would be to completely replace fossil fuels with alternative “clean” sources of energy, this can only be accomplished over a long period of time. It is however clear from climate studies that steps have to be taken in the very near future to begin to address the global warming threat. Since fossil fuels will continue to meet a large fraction of global energy demand for the foreseeable future, there is a need to develop energy efficient technologies and to mitigate the effects of those being currently used. CO\textsubscript{2} sequestration offers a promising approach to reduce substantially CO\textsubscript{2} emissions from the power and industrial sectors by capturing the CO\textsubscript{2} at the source and then storing it in geological formations. Considering the fact that these two sectors are responsible for approximately 60\% of the global carbon emissions (EIA), CO\textsubscript{2} sequestration would appear to have real potential for alleviating the problem of global warming.

One of the major concerns associated with geological CO\textsubscript{2} sequestration is the potential leakage of CO\textsubscript{2} to the atmosphere. Such a leakage could occur due to a loss of integrity of the formation cap rock caused by overpressurization of the formation. It is therefore preferable that gas should not be trapped structurally (by structurally we mean against the cap rock) but via other mechanisms (e.g., as an immobile phase) to the extent possible. Assessment of this issue requires modeling techniques that include key physical effects and can simulate the sequestration process over long time periods. Computational
optimization techniques can then be applied to maximize the trapping of CO₂ as an immobile phase. These methods can provide us with optimum valve settings or injection rates for the wells, accounting for the geological heterogeneities and the fluid and formation properties. It is the goal of this report to begin exploring the application of optimization techniques for this purpose.

1.1. Literature Review

1.1.1. Mechanisms of CO₂ sequestration in Saline Aquifers

In this study we consider CO₂ sequestration in saline aquifers. This is because saline aquifers appear to have the largest storage capacity for CO₂ (Gale, 2002). The sequestration process can be broadly broken into two phases. The first phase is the gas injection phase which typically lasts from 10-100 years depending on the size of project. During this phase, the CO₂ displaces the brine in the pore space. A portion of the CO₂ dissolves into the brine, though most of the injected gas remains in the gaseous phase. The brine with the dissolved CO₂ is denser than the original in situ brine and sinks towards the bottom. This form of CO₂ trapping is known as solution trapping.

In the second phase, there is no more CO₂ injection. The density difference between the CO₂ and the brine causes the CO₂ to migrate upwards to the top of the geologic structure. The cap rock stops the further upward movement of the gas, trapping it within the formation. This trapping phenomenon is called structural trapping. This type of trapping is not the preferable trapping mechanism for long-term CO₂ storage because the CO₂ is still mobile and any loss in the seal integrity of the cap rock could cause it to leak from the formation. There is another trapping mechanism which is important in this phase – residual trapping. As the CO₂ migrates upwards, it displaces the water at the leading edge while water replaces the CO₂ at the trailing edge of the CO₂ plume. We therefore have both imbibition and drainage occurring simultaneously. Due to hysteresis in the relative permeability curves and the residual gas saturation, a significant amount of CO₂ gets trapped in the pores as an immobile phase (Juanes et al., 2006; Kumar et al., 2005; Mo and Akervoll, 2005). This mechanism is discussed in detail later in this report. Since the
CO₂ trapped by this mechanism is immobile, this is a preferable trapping mechanism for storing CO₂ (as it cannot leak through the cap rock).

CO₂ also reacts with the minerals present in the brine and rocks. Various studies have been carried out to quantify the amount of CO₂ trapped by this mineralization mechanism. Nghiem et al. (2004) simulated the dissolution and chemical reactions of CO₂ with the formation minerals over large periods of time and demonstrated that these mechanisms do trap CO₂. Separate studies carried out by Izgec et al. (2005) and Pruess (2004) showed that while mineral trapping was less effective than solution trapping during the early periods of the sequestration process, the amount of CO₂ trapped by mineral trapping became comparable with solution trapped CO₂ at later periods of time.

These trapping mechanisms differ in terms of the amounts of CO₂ trapped and the associated time scales for these mechanisms. Kumar et al. (2005) performed a study of the CO₂ sequestration process, which included all of the major trapping mechanisms. They presented results indicating that the amount of CO₂ trapped by the residual trapping mechanism is much more significant than the CO₂ trapped by mineral or solution trapping mechanisms. Juanes et al. (2006) provided further evidence that the residual trapping mechanism does indeed result in trapping of CO₂ in large amounts as an immobile phase, and that this mechanism can be exploited to ensure a reliable CO₂ storage solution.

Works by Pruess et al. (2001), Kumar et al. (2005) and Mo et al. (2005) discussed the time scales associated with these mechanisms. Unlike residual and solution trapping, the mineral trapping mechanism occurs over much larger time frames. While CO₂ dissolution into the aqueous phase can be considered as an equilibrium process locally, it can be slow at the aquifer scale since it relies on the diffusion of CO₂ to regions not in contact with the CO₂ plume (Juanes et al., 2006). Mineral trapping, which is a function of reaction kinetics, would require tens of thousands of years to sequester substantial amounts of CO₂ (Pruess et al., 2001).
Taking these factors into consideration, it was decided to account just for residual and structural trapping in the simulations carried out for this study. The results presented in this work would therefore give a conservative estimation of trapped CO$_2$.

1.1.2. Optimization of Reservoir Performance

The goal of this study is to use computational optimization to determine well settings that minimize structural trapping. This optimization can be performed for a reservoir model having a “smart well” (e.g., a well with downhole inflow control) or a model with two or more conventional wells.

The most general way to approach this problem is within a “closed-loop” reservoir management framework where the reservoir geology is unknown and the geological model is updated in time as new data are collected (Jansen et al., 2005; Sarma et al., 2006). The key components of this approach include efficient optimization and model updating (history-matching) algorithms and techniques for efficient uncertainty propagation (Jansen et al., 2005). For this study we do not use a “closed-loop” approach, but instead simplify the problem and consider “open-loop” reservoir management, in which well settings are optimized but the geology is assumed to be known. We take this approach because our intent for now is to study CO$_2$ injection strategies rather than model updating and uncertainty propagation.

As in previous studies (Jansen et al., 2005; Sarma et al., 2006; Yeten et al., 2002; Aitokhuehi and Durlofsky, 2005), the optimization here is carried out by calculating gradients of an objective function. The most computationally efficient approach would be to use an adjoint method to obtain the gradients (Jansen et al., 2005; Sarma et al., 2006). Adjoint approaches give all of the required gradients in one forward and one “backward” run of the simulator. This procedure however requires a linkage between the simulation model and the adjoint model at the level of source code. As a result, the implementation
of this approach requires extensive coding; the simulator cannot be treated as a “black box.”

This study applies the numerical gradient approach implemented by Yeten (2003) and Yeten et al. (2002). The approach uses a commercial simulator (in this case ECLISPE™) as a black box for obtaining the objective function values. The gradients are then computed numerically (using a forward or backward difference method). Their approach entailed dividing the simulation period into equal optimization steps or time periods. Valve settings were then optimized in time for each of the optimization steps. They also investigated the effect of geological uncertainty and showed that it directly impacted the downhole settings. The use of numerical gradients is, however, much less efficient than the adjoint procedure. It is therefore viable only for cases with relatively few valves and limited updates of the valve settings. Otherwise, the procedure would require many function evaluations and would become too computationally demanding.

Within the context of CO₂ sequestration, Juanes et al. (2006) showed increased residual trapping with increased injection rates. Optimization algorithms would therefore be expected to exploit this effect along with the formation heterogeneities to minimize structural trapping.

1.2. Statement of Problem

As stated earlier, Yeten (2003) and Yeten et al. (2002) presented a procedure for optimizing smart well valve settings and Aitokhuehi (2005) and Aitokhuehi and Durlofsky (2005) expanded their work to combine valve optimization and history matching. The objective of this study is to use the optimization with known geology (“open-loop”) to maximize the residual trapping of sequestered CO₂. Previous studies have shown that CO₂ injection rates and aquifer properties are important factors that affect residual trapping. The challenge is therefore to implement and test a procedure for the optimization of the injection rates, either for two or more conventional wells or
different segments of a smart well, for the purpose of maximization of residually trapped CO₂.

1.2.1. Solution Approach

We approach the problem by first modifying the optimization code developed by Yeten (2003) so it can be applied for CO₂ sequestration problems. The objective function and the optimization algorithm were modified to minimize the structurally trapped CO₂ by optimizing the well settings for the injection phase of the project. The code was also changed so that it could be used with multiple wells. A number of cases were then considered, in order to assess the performance of the optimization procedure. The results show that optimization algorithm is effective in providing valve settings that reduce the amount of structurally trapped CO₂ relative to unoptimized base cases.

1.3. Report Outline

This report proceeds as follows:

Chapter 2. We present the factors that affect residual trapping of sequestered CO₂. Simulations are carried out on homogeneous and heterogeneous 2-D reservoir models to study the effects of hysteresis, injection rate and $k_v/k_h$ ratio.

Chapter 3. We discuss the solution method in greater detail and explain how well settings are optimized for this study. The conjugate gradient (CG) algorithm and its implementation are explained. The modifications introduced in the objective function and optimization algorithms are also discussed.

Chapter 4. Extensive simulation results for a variety of cases involving various well scenarios and degrees of heterogeneity are presented.

Chapter 5. We provide a summary and conclusions. Areas of future work are also suggested.
Chapter 2

2. Geological CO₂ Sequestration

Several studies have examined the factors affecting the capillary trapping of sequestered CO₂. Kumar et al. (2005) assessed the sensitivity of the residual trapping to aquifer properties such as temperature, mean permeability, salinity, dip, \( k_v/k_h \) ratio and the residual gas saturation (Kumar et al., 2005). Spiteri et al. (2005) and Juanes et al. (2006) investigated the effects of CO₂ injection rates and hysteresis on the overall performance of the sequestration project. Other studies have further validated the factors affecting the residual trapping (Bryant et al., 2006; Mo et al., 2005; Ide et al., 2007). Mo et al. (2005) suggested that increasing the viscous to gravity ratio results in more CO₂ trapping as residual gas. Bryant et al. (2006) stated that an appropriate choice of the CO₂ volume injected could also be an important factor to prevent the injected CO₂ from reaching the top of the aquifer where it might be subject to leakage.

Ide et al. (2007) investigated the interplay of viscous and gravity forces and capillary trapping of CO₂. They represented the effects of changes in injection rates and reservoir parameters in a single dimensionless gravity number, \( N_{gv} \), a ratio of gravity to viscous forces (Zhou et al., 1994). This number is defined as:

\[
N_{gv} = \frac{k_v L \Delta \rho g}{H u \mu},
\]  

(2.1)

where \( k_v \) is the vertical permeability, \( L \) is the aquifer length, \( \Delta \rho \) is the density difference between CO₂ and the in situ brine, \( g \) is the acceleration of gravity, \( H \) is the aquifer height, \( u \) is the average flow velocity, and \( \mu \) is the viscosity of brine. When \( N_{gv} \) is large, gravity
forces dominate the flow and a thin gravity tongue forms at the top of the aquifer. When \( N_{gv} \) is small, viscous forces are stronger, and a combination of the permeability distribution and viscous forces controls fluid movement.

Ide et al. (2007) concluded that CO\(_2\) sequestration displacements with low gravity number trap significantly more CO\(_2\) than displacements with strong gravitational forces relative to the viscous forces (high \( N_{gv} \)). This therefore means that a larger \( u \) (higher injection rates), lower \( k_v \) values (lower \( k_v/k_h \) ratio) and low \( \Delta \rho \) values (high reservoir pressure) would result in greater residual trapping of CO\(_2\) (Eq. 2.1).

The principal petrophysical properties influencing residual trapping of CO\(_2\) are relative permeability hysteresis and residual saturation of the non-wetting phase (Juanes et al., 2006; Kumar et al., 2005; Mo and Akervoll, 2005). Both depend on the reservoir rock characteristics. Hysteresis is the phenomenon in which the relative permeabilities and capillary pressures depend on the saturation path and saturation history. It is the result of two processes:

1. Contact angle hysteresis: The surface of the pore walls contains minerals with different wetting characteristics towards the fluids in the pore structure. As a result, there is a difference between the advancing contact angle (of wetting phase displacing a non-wetting phase, i.e., imbibition) and the receding contact angle (of wetting phase being displaced by a non-wetting phase, i.e., drainage). The roughness of the rock surface also contributes towards this hysteresis.

2. Pore trapping: The pore size distribution and the ratio of the pore throat to pore body greatly impact the trapping of the non-wetting phase by the process of the snap-off of the non-wetting phase into small immobile “blobs.”

We are studying the process of injection of CO\(_2\) into an aquifer rock. The reservoir would therefore initially be fully saturated with brine. The rock grains of such a reservoir are
typically water-wet. The injected CO$_2$ would therefore be the non-wetting phase. During the gas injection period, the CO$_2$ phase invades the pore space and displaces the water phase. However, some amount of water remains in the CO$_2$ swept zone in the corners and crevices of the invaded pores and also in small pores where the CO$_2$ could not enter. It is important to note that there is not any trapping of CO$_2$ during this drainage process.

Once the CO$_2$ injection stops, the CO$_2$ phase continues to migrate upwards due to the density difference between CO$_2$ and brine. At the leading edge of the CO$_2$ plume, the CO$_2$ continues to displace water in a drainage-like process, while at the tail of the plume the voidage in the pore space created as a result of this CO$_2$ migration is filled by water, resulting in an imbibition type process. There are several mechanisms by which water can displace CO$_2$ during imbibition (Lenormand et al., 1983). Of these, snap-off is the dominant mechanism in water-wet rocks (Al-Futaisi and Paztek, 2003; Valvatne and Blunt, 2004), which leads to the trapping of the CO$_2$ phase. These physical phenomena result in hysteresis.

The relative permeability hysteresis between drainage and imbibition for the non-wetting phase is illustrated in Figure 2.1. During the drainage process, the CO$_2$ saturation ($S_g$) increases and water saturation decreases and the relative permeability of the non-wetting phase follows the O-B-A curve. The water saturation at A is the irreducible saturation $S_{wi}$. If the drainage process is then followed by gravity segregation and the imbibing water phase replaces the gas phase, the relative permeability now follows the A-D curve. The water does not completely displace the gas and we have some CO$_2$ trapped in the pore space. This saturation ($S_{g_{max}}$) corresponds to the CO$_2$ saturation at point D on the curve.
The hysteresis in the residual gas saturation of the non-wetting phase also has an impact on the residual trapping of CO\textsubscript{2}. Assume, for example, that during CO\textsubscript{2} injection, the gas saturation in a certain region proceeds only to point B. Now during the imbibition process, the residual (trapped) CO\textsubscript{2} saturation would not be $S_{g_{\text{max}}}$ but some other saturation C ($S_{gi}$) shown in the figure. The imbibition curve would now be B-C (these curves are called scanning curves). To estimate the trapped gas saturation, we need to use a trapping model that relates the trapped gas saturation to the maximum gas saturation at the beginning of the imbibition process. The trapping model proposed by Land (1968) is commonly used for water-wet systems (Spiteri et al., 2005). In this model, the trapped gas saturation $S_{gi}$ is calculated as:

$$S_{gi} = \frac{S_{gi}}{1 + CS_{gi}}$$  \hspace{1cm} (2.2)

where $S_{gi}$ is the initial gas saturation in the imbibition process and $C$ is the Land trapping coefficient. The Land trapping coefficient is computed from the bounding drainage and imbibition curves as follows:
\[ C = \frac{1}{S_{g_{\text{max}}}} - \frac{1}{S_{g_{\text{max}}}} \]  \hspace{1cm} (2.3)

where \( S_{g_{\text{max}}} \) and \( S_{g_{\text{max}}} \) are the maximum gas saturation and the maximum trapped gas saturation respectively. With the trapped gas saturation known, a relative permeability hysteresis model is used to calculate the relative permeabilities along the scanning curve. ECLIPSE has the option of using Carlson’s hysteresis model, Killough’s hysteresis model or Jargon’s hysteresis model.

### 2.1. Numerical Simulations

Before proceeding with the optimization for CO\textsubscript{2} sequestration processes, we first study some of the factors which are expected to have an impact on the residual trapping to ensure that these factors are properly included in our models and that our results are consistent with the findings noted above. Simulations were performed for simple two-dimensional, vertical cross sections of the aquifers. CO\textsubscript{2} dissolution is not included in these simulations.

The data for the model is taken from Ide \textit{et al.} (2007). The reservoir is assumed to be at 2500 m depth and fully saturated with brine. The aquifer is 800 m in length \((L_x)\) and 40 m in height \((L_z)\) and is represented by 400×40 grid blocks. The reservoir is 1 m thick \((L_y)\) in the \(y\) direction. Fluid is injected through the bottom 10 m of the domain at the left end of the cross section and there is a vertical well at the right side of the reservoir producing at a fixed BHP of 250 bars (the wells are shown in Figure 2.2). For the base case, the CO\textsubscript{2} is injected at a rate of 1 reservoir m\textsuperscript{3}/day for a period of 1 year and the \(k_v/k_h\) ratio is taken as 0.01. The injected volume of CO\textsubscript{2} was roughly 7% of the entire aquifer pore volume. The injection rates and the total amount of CO\textsubscript{2} injected were chosen such that the breakthrough of CO\textsubscript{2} did not occur in any of the sensitivity runs. In this work, we use the term gas as shorthand for “supercritical fluid.” Two spatial distributions of permeability are studied – a homogeneous case and a heterogeneous case (Figure 2.2). The heterogeneous case was generated using S-GeMS (Remy, 2004), a geostatistical software.
package developed by the SCRF group at Stanford University. The permeability realization was generated by Sequential Gaussian Simulation (sgsim). A spherical variogram model with $l_x/L_x=0.25$ and $l_z/L_z=0.1$ was specified, where $l_x$ and $l_z$ are the correlation lengths in the $x$ and $z$ directions respectively. The standard deviation of log permeability ($\sigma_{\log k}$) is equal to 1 for the permeability field. The mean permeability value of the heterogeneous permeability field (164 md) was used for the homogeneous case.

![Permeability fields and well locations](image)

**Figure 2.2: Permeability fields ($\log k$) and well locations**

![Relative permeability curves](image)

**Figure 2.3: Wetting and non-wetting phase relative permeability curves**

(adapted from Oak's data)
Figure 2.3 shows the relative permeability curves used in this study. These curves have been adapted from the Oak data set (Oak et al., 1990). Brine is assumed to be the wetting phase and CO$_2$ the non-wetting phase. The irreducible water saturation is 0.31, the residual gas saturation is 0.4 and the critical gas saturation is 0.033.

The impact of the hysteresis effect on residual trapping can be observed by simulating the CO$_2$ sequestration operation with and without hysteresis (Figure 2.4). Figures 2.4(a) and 2.4(c) show the results with hysteresis for the homogeneous and heterogeneous aquifers respectively, while Figures 2.4(b) and 2.4(d) show the results without hysteresis. These results clearly show that without hysteresis, given enough time most of the gas migrates to the top of the reservoir. Results such as these would lead one to conclude that there is
more risk associated with CO₂ sequestration than in actual fact. On the other hand, modeling the actual physics with the hysteresis model in the simulation leads to a significant amount of gas being trapped within the aquifer as an immobile phase.

The relative permeability functions shown in Figure 2.3 will be used for the remainder of the study. It is important to note however that varying the saturation end points would have a significant impact on the amount of gas trapped in the aquifer, as previous studies have indicated (Kumar et al., 2005; Mo and Akervoll, 2005).

**2.2. Effect of Injection Rate**

We now investigate the effect of injection rate on residual trapping. The same volume of CO₂ is injected over varying time periods. We first consider the homogeneous system. Case 2.1 is the base case with injection over one year. In Case 2.2 we inject over only 0.1 year, while in Case 2.3 we inject over 10 years.

The saturation distributions for the homogeneous case at different injection rates are shown in Figure 2.5. We can see that, for the low injection rate (Case 2.3), the amount of CO₂ reaching the top of the aquifer is greater. This is presumably because at lower injection rates the gravity forces are stronger than viscous forces and therefore affect the displacement of water by CO₂ at an earlier stage. For Case 2.3 the CO₂ gravitates to the top of the aquifer even before the injection is stopped. Since the CO₂ is trapped during imbibition, the fraction of CO₂ reaching the top during the injection period (drainage process) is not trapped and is therefore in a mobile phase. High injection rates (Case 2.2) increase the viscous forces (lower $N_{gv}$ value) and the gas front propagates further into the reservoir. As a result the injected gas contacts more of the reservoir. Once the injection stops, the CO₂ then migrates towards the top under gravity. Similar results were obtained for the heterogeneous case (Figure 2.6). The amount of residual trapping was greater for the case with high injection rate (Case 2.5) than for the base case (Case 2.4) or the case with a low injection rate (Case 2.6)
Figure 2.5: Gas saturation distribution for different injection rates (homogeneous case)

Figure 2.6: Gas saturation distribution for different injection rates (heterogeneous case)
2.3. Ratio of Vertical to Horizontal Permeability

Simulation runs for three different values of $k_v/k_h$ were carried out for the homogeneous case. The $k_v/k_h$ value for the base case (Case 2.7) was fixed at 0.01. The value was increased to 0.1 for Case 2.8 and reduced to 0.001 for Case 2.9. The value of $k_h$ was kept constant for all the three cases. Therefore, a high $k_v/k_h$ value translates to a high value of vertical permeability and a low $k_v/k_h$ value indicates that a low value of vertical permeability was used.

![Figure 2.7: Gas saturation distribution for different $k_v/k_h$ values (homogeneous case)](image)

Results for Case 2.7 ($k_v/k_h = 0.01$) and Case 2.8 ($k_v/k_h = 0.1$) clearly indicate that the higher the value of $k_v/k_h$, the greater the amount of CO$_2$ that migrates to the top of the aquifer. In Case 2.9 ($k_v/k_h=0.001$), on the other hand, hardly any gas reaches the top of the aquifer. This is because the vertical migration is limited due to weak gravity forces, while the gas propagates further into the reservoir in the horizontal direction under viscous
forces. At larger $k_v$ values, we observe the formation of a gravity tongue with gas migrating to the top layer and most of the horizontal motion of the gas being restricted to the tongue. The gravity tongue continues to grow laterally at the top of the reservoir as vertical flow is restricted by the top boundary.

Figure 2.8: Gas saturation distribution for different $k_v/k_h$ values (heterogeneous case)

Figure 2.8 shows the results obtained for the heterogeneous case. We see results that are qualitatively similar to those for the homogeneous case, though high permeability layers lead to more spreading laterally. Again, low $k_v/k_h$ results in considerably lower gas saturations at the top of the reservoir.

Apart from the factors explored in this chapter, the dip of the formation also has a significant impact on the residual trapping of the gas. Kumar et al. (2005) showed that an increase in dip results in a greater fluid migration and hence more residual trapping.
Salinity of the brine and the reservoir temperature do not affect the residual trapping, but they play an important role in solution trapping.
Chapter 3

3. Well Optimization

The well optimization used for this study utilizes the conjugate gradient (CG) procedure implemented earlier by Yeten (2003). The optimization routine exists completely outside the simulator though it calls the simulator for function evaluations. It can be used with multiple conventional wells or a smart well with two or more valves.

A smart well is a well with downhole instrumentation such as flow control valves, sensors etc. installed on the production tubing. The instrumentation allows for continuous in-situ monitoring of the downhole flow rates and pressures and periodic adjustments of the control valves. A smart well therefore provides greater flexibility in multilateral wells where production/injection for each lateral can be controlled independently. For a vertical well with multiple completions, the downhole instrumentation would again provide the ability to control the flow from or into each completion independently. ECLIPSE was the simulator used to model the smart wells.

3.1. Modeling of Wells

While ECLIPSE can be used to model multi-segment wells, in order to avoid complications arising out of cross-flow in between the completed segments, it was decided to model a smart well as a combination of two (or more) conventional wells (Figure 3.1). This representation would be expected to be sufficiently accurate in the case of concentric tubing completions.
As shown in the figure, the production tubing is represented as three segments: the completion segment, the segment representing the downhole choke and the segment representing the production tubing up to the wellhead. The fluid from the grid block enters the well through a nodal link and subsequently flows into the valve node and then the tubing segment.

![Diagram of well with two completion intervals]

Figure 3.1: Model of a well with two completion intervals

### 3.2. Control Strategies

Wells can be operated under two kinds of control strategies, referred to as reactive and defensive control. Under reactive control, well settings are adjusted once problems occur (such as water breakthrough in an oil reservoir). This strategy generally involves trial and error to determine the ideal valve settings.

Under defensive control, optimum valve settings are determined prior to the start of production/injection using reservoir simulation so that future problems can be avoided or
mitigated. For oil production, the intent is to delay water and/or gas breakthrough and to accelerate production. Defensive control has been implemented using numerical gradients and a conjugate gradient method for “open-loop” optimization (Yeten, 2003; Yeten et al., 2002). Aitokhuehi and Durlofsky (2005) extended the procedure to cases where the geology of the formation is unknown (closed-loop reservoir management). In that work, valve settings that are optimal in an average sense over multiple geological realizations were determined.

The work presented in this report expands the application of the defensive control strategy to the problem of CO$_2$ sequestration in aquifers. The objective is therefore quite different from the previous applications of this strategy. Here, we use the strategy to take advantage of reservoir heterogeneities and injection rates to maximize the residual trapping of the injected CO$_2$.

### 3.3. Valve Control Optimization Module

We apply the nonlinear CG algorithm to determine the valve settings that maximize the residual trapping of injected CO$_2$. This is achieved by maximizing an appropriate objective function subject to production and injection constraints. This method utilizes the function gradient to determine the direction of change (increase or decrease) of the valve settings. The following sections describe the objective function and the CG implementation. This description follows closely that of Yeten (2003) and Aitokhuehi (2005).

#### 3.3.1. Objective Function

Since a primary concern with CO$_2$ sequestration is the leakage of the gas through the reservoir cap rock, our main goal is to maximize the trapping of gas within the reservoir in order to minimize the amount of gas reaching the top of the reservoir. The optimizations in this work therefore seek to minimize the gas saturation in the topmost layer of the reservoir. Hence if we maximize the brine saturation (or minimize gas saturation) in the top layer, we are essentially optimizing the trapping of gas in the
reservoir as an immobile phase (given that the simulation is run for sufficient time to ensure that equilibrium via gravity stabilization has been achieved).

For a given geological model, the objective function is stated as:

\[
\begin{align*}
\maximize \ F(x) &= f \\
\text{subject to} \ 0 \leq x \leq 1
\end{align*}
\]

where \( 0 \leq f \leq 1 \) is the average brine saturation of the topmost layer of the reservoir and \( x_i \) is the scaled vector of valve settings (\( x_i = 0 \) corresponds to fully closed and \( x_i = 1 \) to fully open).

### 3.3.2. Conjugate Gradient Algorithm

The CG method is an algorithm for finding the nearest local minimum of a function of \( n \) variables. The approach presupposes that the gradient of the function can be computed and uses conjugate directions instead of the local gradient for going “downhill.” For any function approximated by a quadratic function, the gradient \( \mathbf{g} \) is given as:

\[
\mathbf{g}(\mathbf{x}) = - \mathbf{b} + \mathbf{Hx}
\]

where \( \mathbf{H} \) is the Hessian matrix and \( \mathbf{b} \) is an arbitrary vector. Hence the objective of the CG method is to find the \( \mathbf{x} \) that gives \( \mathbf{g}(\mathbf{x}) = 0 \). Since the gradient direction is opposite to the direction of descent, the residual, \( \mathbf{r} \), is set to the negative of the gradient. For our objective function in the previous section, this becomes:

\[
\mathbf{r}^k = - \mathbf{F}'(\mathbf{x}^k)
\]

where the superscript \( k \) indicates the iteration level with \( k = 0 \) referring to the initial guess. We define the vector \( \mathbf{d} \) as the search direction, \( \alpha \) is the step size in the search
direction and $\beta$ is the Gram-Schmidt constant. The outline of the CG algorithm used in this work is stated below (this description is taken directly from Yeten et al., 2002):

Given an initial guess, $x^0$

Set $d^0 = r^0 = -F'(x^0)$

For $k = 0$ until $x^k$ has desired accuracy

find $\alpha^k$ that minimizes $-F(x^k + \alpha^k d^k)$

$x^{k+1} = x^k + \alpha^k d^k$  \hspace{1cm} (3.4)

$r^{k+1} = -F(x^{k+1})$

$\beta^{k+1} = \max \left\{ \frac{(r^{k+1})^T (r^{k+1} - r^k)}{(r^k)^T r^k}, 0 \right\}$

$d^{k+1} = r^{k+1} + \beta^{k+1} d^k$

end

The algorithm is considered converged when

$\| r^k \| < \varepsilon \| r^0 \|$  \hspace{1cm} (3.5)

with $\varepsilon$ here taken as 0.01. More details can be found in Yeten et al. (2002).

The gradient of the objective function is numerically computed using a forward finite difference approximation:

$F'(x) = \nabla F(x) = \frac{F(x + he) - F(x)}{h}$  \hspace{1cm} (3.6)

where $e = \{ e_i \}$ is a set of unit vectors and $h$ is the step size. Since for this study we use brine saturation as the objective function, the function value lies between 0 and 1. When the valve settings approach the upper limit (i.e., $x_i \to 1$), Eq. 3.6 is replaced with the backward difference approximation to avoid unphysical valve settings.
3.3.3. Implementation of the Algorithm

The CG algorithm described in the previous section was implemented by Yeten et al. (2002) for optimization of smart well control. The algorithm is used here to minimize the gas saturation in the top layer of the reservoir. The simulations include an injection period followed by a stabilization period. The entire simulation period is divided into \( n \) optimization steps at which valve settings can be changed. The valve settings for the first period \((t=0 \text{ to } t=t_1)\) are then optimized. For this optimization, the simulation is performed for the entire simulation period (injection and stabilization). For the next optimization period \((t=t_1 \text{ to } t=t_2)\), the optimization is performed from the time at the end of the previous optimization step to the end of the simulation period. The simulation is therefore restarted from the end of the previous optimized step (see Figure 3.2). This is repeated for the subsequent optimization steps. At each optimization step, we optimize over the entire simulation period and not just over that particular simulation period to avoid a situation where the “optimal” valve settings are optimal only for that period, but have detrimental effects in the long run. This approach therefore ensures that the optimized valve settings determined for earlier time steps will not affect the optimization at later times in a negative way.

The optimization procedure is specified as follows (Yeten et al., 2002):

1. The simulation period is divided into \( n \) time periods at which the settings will be updated to optimize the objective function.

2. For each period \(i\), the valve settings are optimized such that they minimize the objective function for the remaining simulation period.

3. Restart the simulation from the end of the previous period.

4. Repeat steps 2 and 3 until the entire simulation period is covered.
The overall process is depicted in Figure 3.2. In this figure each color represents an optimized valve setting for the specific time period. The circles on this figure represent the restart points which coincide with the end of an optimization period.

![Figure 3.2: Technique for the optimization of valve settings in time](image)

The previous algorithm was modified in this work to make it applicable for the CO\textsubscript{2} sequestration process. Since migration of CO\textsubscript{2} occurs over a long period of time, the simulation is run for another two hundred years after the end of the injection period. The valve settings are however determined only for the injection period as indicated on Figure 3.2.

We note finally that the CG method will in general converge to a minimum that depends on the initial starting point and the solution surface. The sensitivity of the optimal well settings to the initial guess can be investigated by running the method for different initial settings, as discussed later in Chapter 4.
Chapter 4

4. Results and Discussion

We now apply the optimization procedure described in Chapter 3 to model problems. We first describe the numerical models used in the simulations and then present optimization results for a variety of cases.

4.1. Simulation Model

For the first set of cases (Case 4.1 to Case 4.9), simulations were performed for a mildly heterogeneous two-dimensional, vertical cross section of an aquifer. The model parameters used in the simulations are listed in Table 4-1. A total of 16,000 grid blocks was used in the simulations. Capillary pressure and gas solubility were not included in these simulations (capillary pressure is included in later simulations). A grid block aspect ratio of 2:1:1 (length/height/thickness) was used.

Table 4-1: Simulation model parameters for Cases 4.1 to 4.9

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>40,000 ×50×2000 ft³</td>
</tr>
<tr>
<td>Tops</td>
<td>1000 ft</td>
</tr>
<tr>
<td>Porosity</td>
<td>0.135</td>
</tr>
<tr>
<td>Pressure</td>
<td>2000 psi</td>
</tr>
<tr>
<td>Temperature</td>
<td>104 °F</td>
</tr>
<tr>
<td>Grid</td>
<td>400 ×1×40</td>
</tr>
<tr>
<td>Avg. permeability</td>
<td>1100 mD</td>
</tr>
</tbody>
</table>
The permeability field was generated using S-GeMS (Remy, 2007). Sequential Gaussian Simulation (sgsim) was used to obtain a permeability realization. A spherical variogram model with $l_x/L_x=0.5$ and $l_z/L_z=0.1$ was specified, where $l_x$ and $l_z$ are the correlation lengths in the $x$ and $z$ directions respectively. The standard deviation of the log of permeability ($\sigma_{\log k}$) for this permeability field is equal to 0.3 and the $k_v/k_h$ ratio was taken to be 0.1 No hard data were used for permeability generation. The permeability realization used for the flow simulations is shown in Figure 4.1.

![Figure 4.1: Permeability field](image)

Appropriate boundary conditions (no-flow and fixed pressure) were applied to the simulation grid. The lateral boundaries were modeled as constant pressure boundaries to represent the continuity of the aquifer. These boundaries were represented by high pore volume cells in the simulations. The top and the bottom boundaries of the simulation were modeled as no-flow boundaries (Figure 4.2).

![Figure 4.2: Boundary conditions](image)

For convenience, the simulation grid was conceptually divided into two regions. The first region was composed of all the grid blocks in the topmost layer. This was done so that the average brine saturation of the region could be directly used as the objective function for the optimization process. However since the grid blocks at the boundaries with high pore
volumes would have skewed the average brine saturation values towards the higher end, the lateral boundaries for the topmost layer did not include high pore volume cells. The rest of the layers were allocated to region 2.

The injection rate for the study was selected as follows. A 1000 MW bituminous pulverized coal plant with 85% capacity factor and 90% efficient capture produces a CO$_2$ stream mass of approximately 6.24 million tons/yr (Friedmann and Herzog, 2006). If injected at a depth of 1000 ft (the depth of the simulation model under study), the volume rate of supercritical CO$_2$ would be around 200,000 bbl/d. Considering that the greatest injection rate for any well in the world is 40,000 bbl/d and that the typical rates in the US are less than 3000 bbl/d (Friedmann and Herzog, 2006), we would need tens of vertical wells or a number of high-reach horizontal wells for sequestering the CO$_2$ emissions from a coal plant. Since we are injecting in a 2-D vertical section of a larger aquifer, we used an injection rate of around 6000 mcf/d (using FVF=0.0034 rft$^3$/ft$^3$, this rate corresponds to $6\times10^6$ scf/d = 3634 reservoir bbl/d), which lies within the limits of practical injection rates. The CO$_2$ was injected over a period of 10 years (the typical lifetime of a large coal plant is about 50 years). The rate and total volume of the CO$_2$ injected were also chosen such that the CO$_2$ does not reach the reservoir boundaries (assumed to be spill points) over the duration of the simulations. The PVI calculations are given below:

**Reservoir Pore Volume**

$$\text{Reservoir Pore Volume} = \text{Bulk rock volume} \times \varphi$$

$$= 40000 \text{ ft} \times 50 \text{ ft} \times 2000 \text{ ft} \times 0.135$$

$$= 540,000 \text{ mcf (reservoir conditions)}$$

**Formation Volume Factor (FVF)**

$$= 0.0034 \text{ rft}^3/\text{ft}^3$$

(from Ennis King, 2006, at reservoir conditions)

**Total volume injected**

$$= 6000 \text{ mcf/d} \times 365 \text{ days} \times 10 \text{ yrs}$$

$$= 21,900,000 \text{ mcf (standard conditions)}$$

$$= 74,460 \text{ mcf (reservoir conditions)}$$

PVI = \frac{74,460}{540,000} \times 100 \approx 13.8\%
4.2. Simulation Results

The properties of CO$_2$ and brine were estimated with the correlation of Ennis-King (2006). Pure supercritical CO$_2$ was injected at a constant field rate of 6000 mcfd (3634 reservoir bbl/d) for 10 years, followed by 200 years of well shut-in, during which the CO$_2$ migrates towards the top of the reservoir due to the density contrast (again, the term “gas” or “CO$_2$” in this chapter is shorthand for “supercritical fluid”). During the sequestration process, part of the CO$_2$ dissolves into the brine and part remains in the gaseous phase. In this study we do not model the dissolution of CO$_2$ into brine as noted earlier.

4.2.1. Single-Well Case

For this case, we run the optimization for the simulation model with a single well at the center of the grid. The well is a multi-segment well completed in two separate intervals. As explained previously in Section 3.1, for convenience we model this well as two conventional wells. The first well is completed in the grid block (200, 1, 40) and the second in the grid block (200, 1, 28). Both these grid blocks lie in high permeability regions of the reservoir.

For the base case (Case 4.1), we inject the same volumes of CO$_2$ through the two intervals. The gas saturations at the end of injection period and at the end of the shut-in period are shown in Figure 4.3 and Figure 4.4. From these figures we clearly see that a significant amount of CO$_2$ reaches the top of the reservoir even before the injection is stopped. This is because the CO$_2$ injected from the upper interval travels to the top in less time as it has to rise through a shorter distance compared to gas injected from the bottom interval. Once this CO$_2$ reaches the top, it is no longer subjected to residual trapping.
We then carry out the optimization to determine the injection rates into the two intervals that would maximize the residual trapping of CO$_2$. The saturation distributions at the end of the injection period and the end of shut-in period are shown in Figures 4.5 and 4.6. The optimized valve settings and the corresponding injection rates are presented in Table 4-2.
From Table 4-2 we can see that valve #2 was shut off for the entire duration of the simulation. The optimized solution for this case was therefore to not inject from the upper interval, but to inject all the CO$_2$ from the bottom interval. Optimizations carried out for the same case, but with different depths of the top completion interval, produced the same solution - that all of the gas is injected from the bottommost interval. Since all the gas is injected from the bottom completion, the amount of gas reaching the top of the reservoir by the end of injection period is somewhat less than in the base case (compare Figures 4.3 and 4.5). As the gas in the rest of the aquifer moves upwards under gravity, a greater
amount gets trapped as an immobile phase, resulting in lower gas saturation in the top layer of the aquifer (compare Figures 4.4 and 4.6).

Table 4-2: Valve Settings for Case 4.2 (optimized 1-well case)

<table>
<thead>
<tr>
<th>Time (up to)</th>
<th>Valve #1 (Lower Completion)</th>
<th>Valve #2 (Upper Completion)</th>
</tr>
</thead>
<tbody>
<tr>
<td>730 days</td>
<td>Fully Open</td>
<td>Fully Closed</td>
</tr>
<tr>
<td>1460 days</td>
<td>Fully Open</td>
<td>Fully Closed</td>
</tr>
<tr>
<td>2190 days</td>
<td>Fully Open</td>
<td>Fully Closed</td>
</tr>
<tr>
<td>2920 days</td>
<td>Fully Open</td>
<td>Fully Closed</td>
</tr>
<tr>
<td>3650 days</td>
<td>Fully Open</td>
<td>Fully Closed</td>
</tr>
</tbody>
</table>

The gas saturation in the top layer of the aquifer in Case 4.1 (base case) was 0.5257 while for the Case 4.2 (optimized case), it was 0.4421. The optimization therefore results in a decrease of 16% in the amount of gas that is structurally trapped.

These results underscore the need to complete the wells as far away from the top of the reservoir as possible. This finding is rather intuitive, though it is reassuring that the optimization produced the expected result in this case. Similar results were obtained by Kumar et al. (2005), who recommended completing the well in the bottom half of the reservoir. Janssen et al. (2005) too concluded that injecting far from the top of the reservoir was an important step towards optimizing a CO₂ injection strategy.

4.2.2. Two-Well Case

For this case, we have two wells in the reservoir instead of a single well. These wells are located at (150, 1, 40) and (250, 1, 40). The wells were placed such that there was minimal well to well interaction and a very small boundary effect. Optimization was then carried out to determine the optimal injection rates for the individual wells.
For the base case (Case 4.3), the same amount of CO$_2$ was injected from the two wells. The gas saturation distributions at the end of the injection and shut-in periods for this case are shown in Figure 4.7 and Figure 4.8.

Optimization of the two-well case produced gas saturation distributions (Figure 4.9 and Figure 4.10) quite different from those obtained in the base case (Case 4.3). The optimized valve settings and the corresponding injection rates are presented in Table 4-3. For the first four optimization steps, the optimal valve settings stay essentially the same. A much larger amount of CO$_2$ is injected through well 2 as compared to well 1. This
difference is probably due to the heterogeneities in the reservoir. Low permeability regions around well 2 slow the vertical migration of CO₂ allowing more of the gas to travel laterally and thereby leading to higher residual trapping. However by the end of the fourth optimization step, a significant amount of CO₂ injected at well 2 appears near the top of the reservoir. This seems to be the reason why the optimization algorithm shuts down the well and injects all the gas from well 1.

Figure 4.9: Gas saturation distribution at the end of injection period (Case 4.4: optimized 2-well case)

Figure 4.10: Gas saturation distribution at the end of shut-in period (Case 4.4: optimized 2-well case)
Table 4-3: Valve Settings and Injection Rates for Case 4.4 (optimized 2-well case)

<table>
<thead>
<tr>
<th>Time (up to) days</th>
<th>Valve #1 (well 1)</th>
<th>Valve #2 (well 2)</th>
<th>Injection Rate (well 1) mcf/d</th>
<th>Injection Rate (well 2) mcf/d</th>
</tr>
</thead>
<tbody>
<tr>
<td>730</td>
<td>30% Open</td>
<td>91% Open</td>
<td>1508</td>
<td>4492</td>
</tr>
<tr>
<td>1460</td>
<td>30% Open</td>
<td>91% Open</td>
<td>1501</td>
<td>4499</td>
</tr>
<tr>
<td>2190</td>
<td>30% Open</td>
<td>91% Open</td>
<td>1498</td>
<td>4502</td>
</tr>
<tr>
<td>2920</td>
<td>30% Open</td>
<td>91% Open</td>
<td>1508</td>
<td>4492</td>
</tr>
<tr>
<td>3650</td>
<td>Fully Open</td>
<td>Fully Closed</td>
<td>6000</td>
<td>0</td>
</tr>
</tbody>
</table>

The gas saturation in the topmost layer for the optimized two-well case (Case 4.4) was 0.2146 compared with 0.3754 in base case (Case 4.3). We therefore achieved an improvement of ~43% over the unoptimized solution. The CO₂ saturation in the top layer for the optimized single-well case (Case 4.2) was 0.4421. There was therefore an improvement of ~51% when two wells (Case 4.4) were used instead of a single well (Case 4.2).

The effect of injection rates on residual trapping has been previously analyzed in various studies (mentioned earlier in Chapter 2). All the studies concluded that higher injection rates would lead to greater residual trapping of CO₂. The primary reason for this effect is that higher injection rates result in stronger viscous forces, so during the injection period the CO₂ displacement front travels further into the formation. Then, when the injection stops and the CO₂ migrates to the top under gravity forces, it comes into contact with a larger reservoir area, leading to greater residual trapping.

These results emphasize the importance of optimization of the injection rates and the number of wells in a CO₂ sequestration project. This is because, while increasing the number of wells increases the area of the reservoir exposed to CO₂ thereby increasing the residual trapping, it also results in lower injection rates for the wells. During the injection phase, low injection rates cause gravity effects to become stronger relative to viscous effects, which in turn cause a greater portion of the injected CO₂ to migrate upward rather
than moving laterally into the reservoir. This may lead to poor residual trapping. The gas injection rate effect is therefore a crucial factor to consider when determining the number of wells and the individual well injection rates.

4.2.3. Three-Well Case

For this case, another well was introduced into the aquifer. This well was completed in the grid block (200, 1, 40), which is in the middle of the existing two wells. So, while there was well to well interaction, boundary effects were still weak. The total field injection rate was kept the same (6000 mcf/d).

For the base case (Case 4.5), equal injection rates were assigned to all the wells. The gas saturation distributions at the end of the injection period and at the end of shut-in period for this case are shown in Figures 4.11 and 4.12. The gas saturation in the top layer of the aquifer after the shut-in period was 0.2336 for the base case.

![Figure 4.11: Gas saturation distribution at the end of injection period](Case 4.5: 3-well base case)
Again, carrying out optimization for the 3-well case increased the residual trapping in the reservoir. The gas saturation distributions (Figure 4.13 and Figure 4.14) are somewhat different from those for the base case (Case 4.5). The area of the reservoir contacted by the injected CO\textsubscript{2} is visibly larger for the optimized case (Case 4.6). This is probably the reason why we got more residual trapping for the optimized case (Case 4.6). The gas saturation in the top layer of the aquifer for the optimized case (Case 4.6) was reduced to 0.146, \textasciitilde 37.5\% less than the base case. The optimized valve settings and the corresponding injection rates are presented in Table 4-4.

Table 4-4: Valve Settings and Injection Rates for Case 4.6 (optimized 3-well case)

<table>
<thead>
<tr>
<th>Time (up to) days</th>
<th>Valve #1 (well 1)</th>
<th>Valve #2 (well 2)</th>
<th>Valve #3 (well 3)</th>
<th>Injection Rate (well 1) mcf/d</th>
<th>Injection Rate (well 2) mcf/d</th>
<th>Injection Rate (well 3) mcf/d</th>
</tr>
</thead>
<tbody>
<tr>
<td>730</td>
<td>68% Open</td>
<td>64% Open</td>
<td>100% Open</td>
<td>1768.2</td>
<td>1658.2</td>
<td>2573.6</td>
</tr>
<tr>
<td>1460</td>
<td>67% Open</td>
<td>64% Open</td>
<td>100% Open</td>
<td>1739.2</td>
<td>1661.5</td>
<td>2599.3</td>
</tr>
<tr>
<td>2190</td>
<td>64% Open</td>
<td>63% Open</td>
<td>100% Open</td>
<td>1702.3</td>
<td>1650.7</td>
<td>2647</td>
</tr>
<tr>
<td>2920</td>
<td>71% Open</td>
<td>57% Open</td>
<td>100% Open</td>
<td>1860</td>
<td>1513</td>
<td>2627</td>
</tr>
<tr>
<td>3650</td>
<td>100% Open</td>
<td>75% Open</td>
<td>100% Closed</td>
<td>3423.7</td>
<td>2576.3</td>
<td>0</td>
</tr>
</tbody>
</table>
If we compare the gas saturation in the top layer for the optimized 3-well case (Case 4.6) with that of the optimized 2-well case (Case 4.4) and the optimized single-well case (Case 4.2), we see that we get more residual trapping for the 3-well case. For the optimized 3-well case (Case 4.6) the top layer gas saturation was 0.146, while it was 0.2146 for the optimized 2-well case (Case 4.4) and 0.4421 for the optimized single-well case (Case 4.2). This result highlights the need for optimization of both the well injection rates and the number of wells for a CO₂ sequestration process.
4.2.4. Impact of Number of Optimization Steps

For the cases considered above, the 10 year injection period was divided into 5 optimization steps. As discussed in Chapter 3, the current algorithm is not well suited for a large number of wells and optimization steps. A large number of optimization steps (and therefore smaller time periods between the changes in valve settings) should lead to better solutions, but at the cost of higher computational demands.

To estimate the impact of the number of optimization steps on the solution, we carry out optimization for the two-well case with 10 optimization steps (as opposed to 5 steps used in Case 4.4). The saturation distributions at the end of the injection period and at the end of shut-in period are shown in Figures 4.15 and 4.16. The optimized valve settings and the corresponding injection rates are presented in Table 4-5.

If we compare the valve settings obtained from a 10 step optimization (Case 4.7) with the 5 step optimization (Case 4.4), we see some significant changes. Overall, the optimization still accounts for the reservoir heterogeneities and injection rate effects. However, more CO$_2$ is injected through well 2 compared with well 1. Initially the valve settings for both the cases, Case 4.4 and Case 4.7, are more or less similar. However, gradually we see the differences in valve settings between the two cases becoming greater. Since more optimization steps provides the optimization algorithm with better control over the well injection rates, the algorithm shuts down well 2 after 2190 days in Case 4.7. For the case with 5 optimization steps (Case 4.4), the well was shut down after 2920 days. This results in very different gas saturation distributions for the two cases (Figures 4.10 and 4.16).
The gas saturation in the topmost layer for Case 4.7 is 0.1527, compared to 0.2146 in Case 4.4. There is an improvement of ~29% over the previous solution and ~60% over the base case (Case 4.3). This improvement however came at significant computational effort. More than 500 function evaluations (simulations) were needed in this case compared to approximately 200 function evaluations for the case with 5 optimization steps (Case 4.4).
Table 4-5: Valve Settings and Injection Rates for Case 4.7
(optimized 2-well case with 10 optimization steps)

<table>
<thead>
<tr>
<th>Time (up to) days</th>
<th>Valve #1 (well 1)</th>
<th>Valve #2 (well 2)</th>
<th>Injection Rate (well 1) mcf/d</th>
<th>Injection Rate (well 2) mcf/d</th>
</tr>
</thead>
<tbody>
<tr>
<td>365</td>
<td>29% Open</td>
<td>88% Open</td>
<td>1504</td>
<td>4496</td>
</tr>
<tr>
<td>730</td>
<td>29% Open</td>
<td>88% Open</td>
<td>1504</td>
<td>4496</td>
</tr>
<tr>
<td>1095</td>
<td>29% Open</td>
<td>88% Open</td>
<td>1505</td>
<td>4495</td>
</tr>
<tr>
<td>1460</td>
<td>28% Open</td>
<td>88% Open</td>
<td>1460</td>
<td>4540</td>
</tr>
<tr>
<td>1825</td>
<td>28% Open</td>
<td>88% Open</td>
<td>1434</td>
<td>4366</td>
</tr>
<tr>
<td>2190</td>
<td>26% Open</td>
<td>85% Open</td>
<td>1414</td>
<td>4586</td>
</tr>
<tr>
<td>2555</td>
<td>Fully Open</td>
<td>Fully Closed</td>
<td>6000</td>
<td>0</td>
</tr>
<tr>
<td>2920</td>
<td>Fully Open</td>
<td>Fully Closed</td>
<td>6000</td>
<td>0</td>
</tr>
<tr>
<td>3285</td>
<td>Fully Open</td>
<td>Fully Closed</td>
<td>6000</td>
<td>0</td>
</tr>
<tr>
<td>3650</td>
<td>Fully Open</td>
<td>Fully Closed</td>
<td>6000</td>
<td>0</td>
</tr>
</tbody>
</table>

4.2.5. Capillary Pressure

As mentioned in Chapter 1, hysteresis effects are observed in both relative permeability and capillary pressure functions. Therefore it is expected that accounting for capillary pressure would increase the residual trapping of CO₂. Capillary pressure was neglected in the previous simulations since including it did not affect the gas saturation distribution in the base cases significantly (this was ascertained by running simulations with and without capillary pressure). However, as we will see, including capillary pressure may affect the valve settings determined by the optimization procedure.

The capillary pressure ($P_{\text{cap}}$) function for drainage was generated using the van Genuchten (1980) formulation:

$$ P_{\text{cap}} = -P_0\left[\left(S^*\right)^{-1/k} - 1\right]^{1-2} $$  \hspace{1cm} (4.1)

$$ S^* = \left(S_w - S_{wr}\right)/(1 - S_{wr}) $$  \hspace{1cm} (4.2)
where,

\[ S_{wr} = 0.31 \text{ (irreducible water saturation)} \]
\[ \lambda = 5 \text{ (exponent)} \]
\[ P_0 = 0.1961 \text{ bars (strength coefficient)} \]

We used the capillary pressure curve for imbibition presented previously by Ide et al. (2007), adjusted for the end point saturation values. The generated curves are shown in Figure 4.17.

![Figure 4.17: Capillary pressure curves](image)

For the two-well base case (Case 4.8), the same amounts of \( \text{CO}_2 \) were injected through the two wells and capillary pressure effects were included in the simulation (unlike in Case 4.3). The gas saturation distributions are shown in Figure 4.18 and Figure 4.19. The gas saturation in the topmost layer after the shut-in period was 0.3757 as compared to 0.3754 for Case 4.3 (without capillary pressure).
The gas saturation distributions for the optimized case at the end of the injection period and the end of shut-in period are shown in Figures 4.20 and 4.21. The average gas saturation of the topmost layer was **0.2066** (as compared to **0.2146** for the optimized two-well case without capillary pressure). If we compare the valve settings obtained for Case 4.9 with those obtained for Case 4.4 (optimized two-well case without the capillary pressure effect), they are however quite different. For Case 4.4 most of the gas was injected from well 2 during the first 4 optimization periods. Here, in Case 4.9, most of the gas is being injected through well 1 for the first 4 time steps. The valve settings and injection rates are given in Table 4-6.
Table 4-6: Valve Settings and Injection Rates for Case 4.9

<table>
<thead>
<tr>
<th>Time (up to) days</th>
<th>Valve #1 (well 1)</th>
<th>Valve #2 (well 2)</th>
<th>Injection Rate (well 1) mcf/d</th>
<th>Injection Rate (well 2) mcf/d</th>
</tr>
</thead>
<tbody>
<tr>
<td>730</td>
<td>33% Open</td>
<td>100% Open</td>
<td>1507</td>
<td>4493</td>
</tr>
<tr>
<td>1460</td>
<td>37% Open</td>
<td>8.5% Open</td>
<td>4864</td>
<td>1136</td>
</tr>
<tr>
<td>2190</td>
<td>37% Open</td>
<td>8% Open</td>
<td>4905</td>
<td>1095</td>
</tr>
<tr>
<td>2920</td>
<td>37% Open</td>
<td>7% Open</td>
<td>4950</td>
<td>1050</td>
</tr>
<tr>
<td>3650</td>
<td>Fully Closed</td>
<td>Fully Open</td>
<td>0</td>
<td>6000</td>
</tr>
</tbody>
</table>

Figure 4.20: Gas saturation distribution at the end of injection period (Case 4.9: optimized 2-well case with capillary pressure hysteresis)

Figure 4.21: Gas saturation distribution at the end of shut-in period (Case 4.9: optimized 2-well case with capillary pressure hysteresis)
Comparing the results for the base cases with and without capillary pressure effects (Case 4.8 and Case 4.3), the gas saturation distribution is seen to be a bit different. If we look closely at the results for the two cases at the end of injection period (Figure 4.7 and Figure 4.18), we can see that the gas saturation within the CO$_2$ plume for the case without capillary pressure (Case 4.3) is higher than that in the case with capillary pressure (Case 4.8). This is because the presence of capillary pressure reduces the maximum gas saturations reached prior to the imbibition phase in the reservoir and thus limits the amount of residual trapping (Ide et al., 2007; Mo and Akervoll, 2005). At the end of the shut-in period, the amount of structurally trapped CO$_2$ is essentially the same for the two cases (0.3754 for Case 4.3 and 0.3757 for Case 4.8). The distribution of gas in the top layer is however different for the two cases (Figure 4.8 and Figure 4.19). The reason for this could be that in the case with capillary pressure (Case 4.8), during the long shut-in period the brine imbibes into the gravity tongue at the top of the aquifer, thereby spreading and reducing the gas saturation (Figure 4.19 and Figure 4.21). It is important to note here that this process leads to trapping of CO$_2$ even in the top layer of the aquifer, offsetting the reduction in the trapped CO$_2$ (Ide et al., 2007). The trapped CO$_2$ in the top layer has not been accounted for in this study (since we assume the CO$_2$ in the top layer to be mobile, as was the case in all previous simulations).

The differences in valve settings in the optimized cases (Case 4.9 and Case 4.4) may be due to the effect of capillary pressure on the imbibition process in regions of low permeability. They may also just reflect the non-uniqueness inherent in the optimization (due to convergence to a local rather than global minimum). These results do suggest that capillary pressure and capillary pressure hysteresis should be accounted for in the simulation model used for optimization. For the case considered here, including the capillary pressure did not result in a significant difference in the optimized objective function, though it could make a difference under different conditions.
4.2.6. Effect of Heterogeneity

All of the results presented so far in this chapter were for a mildly heterogeneous aquifer (Figure 4.1). In this section, simulations were carried out for the 2-well case using two new models with greater heterogeneity. These models were generated in the same way as the previous model using the same variogram parameters. However, the standard deviation of log permeability ($\log k$) for the two models was 1 and 2, instead of 0.3 (used in the previous model). For convenience, from here on we will refer to the previous model as “Model 1,” the model with $\sigma_{\log k}=1$ as “Model 2” and the model with $\sigma_{\log k}=2$ as “Model 3.” The permeability fields for Model 2 and Model 3 are shown in Figure 4.22 and Figure 4.23. The values of $k_v/k_h$ were 0.2 and 0.5 for Model 2 and Model 3 respectively. Finally, the boundary conditions for these models are the same as those in Model 1. In these cases we inject 5000 mcf/d (rather than 6000 mcf/d as in the previous cases).

![Log Permeability (log k) field for Model 2](image1)

**Figure 4.22: Log Permeability (log k) field for Model 2**

![Log Permeability (log k) field for Model 3](image2)

**Figure 4.23: Log Permeability (log k) field for Model 3**

**Model 2**

First, we will discuss the optimization of the 2-well case for Model 2. For the base case (Case 4.10), the two injection wells were operated at equal rates. The gas saturation distributions in the aquifer at the end of the injection period and at the end of the shut-in period are shown in Figure 4.24 and Figure 4.25.
As we can see from the Figure 4.22, there are regions of low permeability around well 2. As a result, when we inject equal amounts through both wells, we see from Figures 4.24 and 4.25 that a large portion of the gas injected at well 1 reaches the top of the aquifer as a mobile phase while the gas injected at well 2 undergoes greater residual trapping. The gas saturation in the top layer of the aquifer for the base case (Case 4.10) was $0.3492$.

Optimization was then carried out for the 2-well case with Model 2. The gas saturation distributions for the optimized 2-well case (Case 4.11) at the end of the injection period and at the end of the shut-in period are shown in Figures 4.26 and 4.27. The optimized
valve settings are given in Table 4-7. The average top layer gas saturation for the optimized case (Case 4.11) was 0.275. There was therefore a reduction of ~21\% in the amount of gas that is structurally trapped.

From Table 4-7 we see that the optimal valve settings for the two-well optimized case for Model 2 remained essentially the same over the 5 optimization steps. Most of the gas was injected from well 2, with just a small portion of it being injected from well 1.
Table 4-7: Valve Settings and Injection Rates for Case 4.11

<table>
<thead>
<tr>
<th>Time (up to) days</th>
<th>Valve #1 (well 1)</th>
<th>Valve #2 (well 2)</th>
<th>Injection Rate (well 1) mcf/d</th>
<th>Injection Rate (well 2) mcf/d</th>
</tr>
</thead>
<tbody>
<tr>
<td>730</td>
<td>21% Open</td>
<td>92% Open</td>
<td>953</td>
<td>4047</td>
</tr>
<tr>
<td>1460</td>
<td>21% Open</td>
<td>92% Open</td>
<td>953</td>
<td>4047</td>
</tr>
<tr>
<td>2190</td>
<td>21% Open</td>
<td>92% Open</td>
<td>953</td>
<td>4047</td>
</tr>
<tr>
<td>2920</td>
<td>21% Open</td>
<td>92% Open</td>
<td>953</td>
<td>4047</td>
</tr>
<tr>
<td>3650</td>
<td>16% Open</td>
<td>91% Open</td>
<td>778</td>
<td>4222</td>
</tr>
</tbody>
</table>

**Model 3**

Now, we look at the results for the optimization of the two-well case with Model 3. For the base case (Case 4.12), the injection rates were kept equal for the two wells. The gas saturation distributions in the aquifer at the end of the injection period and at the end of the shut-in period are shown in Figure 4.28 and Figure 4.29. The average gas saturation in the top layer for the base case was **0.2158**.

![Figure 4.28: Gas saturation distribution at the end of injection period (Case 4.12: 2-well base case with Model 3)](image_url)
Optimization of the 2-well case with Model 3 (Case 4.13) gave a gas saturation of 0.1737 in the top layer of the aquifer. This was a decrease of ~19.5% over the base case (Case 4.12) gas saturation. Again, the optimal valve settings for the 5 optimization steps remained essentially the same for this case (Case 4.13), with most of the gas again being injected through well 2. The gas saturation distributions for the optimized case (Case 4.13) at the end of the injection and shut-in periods are given in Figures 4.30 and 4.31. The optimal valve settings are given in Table 4-8.
Figure 4.31: Gas saturation distribution at the end of shut-in period
(Case 4.13: 2-well optimized case with Model 3)

Table 4-8: Valve Settings and Injection Rates for Case 4.13

<table>
<thead>
<tr>
<th>Time (up to) days</th>
<th>Valve #1 (well 1)</th>
<th>Valve #2 (well 2)</th>
<th>Injection Rate (well 1) mcf/d</th>
<th>Injection Rate (well 2) mcf/d</th>
</tr>
</thead>
<tbody>
<tr>
<td>730</td>
<td>16.4% Open</td>
<td>58% Open</td>
<td>1115</td>
<td>3885</td>
</tr>
<tr>
<td>1460</td>
<td>16.8% Open</td>
<td>58% Open</td>
<td>1125</td>
<td>3875</td>
</tr>
<tr>
<td>2190</td>
<td>16.8% Open</td>
<td>58% Open</td>
<td>1125</td>
<td>3875</td>
</tr>
<tr>
<td>2920</td>
<td>16.8% Open</td>
<td>58% Open</td>
<td>1125</td>
<td>3875</td>
</tr>
<tr>
<td>3650</td>
<td>16.8% Open</td>
<td>58% Open</td>
<td>1123</td>
<td>3877</td>
</tr>
</tbody>
</table>

The essentially constant injection rates observed for Models 2 and 3 are somewhat surprising. This may be due to the algorithm not being fully converged or finding a local optimum. We next briefly consider some algorithmic issues.
4.3. Impact of Initial Settings on Optimization Results

The optimization results obtained for the last two cases (Case 4.11 and Case 4.13) indicate that the improvement in the solution is not as much as it was in the mildly heterogeneous reservoir (Model 1). Looking at the optimized valve settings, we observe basically no change in the valve settings. From the previously optimized cases with Model 1, we had observed some variation in the optimal valve settings, particularly at the end of the optimization period. So, it is possible that for the more heterogeneous cases, the solution surface is not as smooth, and the optimization algorithm is converging to a local minimum. If this is the case, we would require multiple runs of the algorithm with different initial values for the valve settings to achieve the optimal solution. It is also possible that a modified optimization algorithm (with for example another loop) might provide better results.

We tried to further improve the solutions obtained in Case 4.11 and Case 4.13 by running the algorithm a second time. This time we changed the initial valve settings (at each optimization step) to values we expected to be near the optimum (based on our observations for Model 1). From the first run of the algorithm, we saw (Table 4-7 and Table 4-8) that for both Model 2 and Model 3 the optimal solution was to inject at a much higher rate from well 2 than from well 1. However, saturation distributions (Figure 4.27 and Figure 4.31) for the optimized cases (Case 4.11 and Case 4.13) showed that a large amount of gas injected from well 2 was reaching the top while a very small amount of gas injected from well 1 ended up in the top layer. It was therefore decided to prescribe values close to the optimal valve settings obtained from the first run as the initial valve settings for the first 4 optimization steps, while for the last step, we gave initial settings that specify that most of the injected gas would be injected through well 1 instead of well 2 (in accordance with optimal valve settings for cases with Model 1).

The optimized valve settings obtained for Case 4.11 and Case 4.13 (with initial settings as described above) are given in Table 4-9 and Table 4-10 respectively. For Model 2, the average gas saturation of the top layer of the aquifer was 0.3492 for the base case (Case
4.10). This was reduced to 0.275 in the first optimization run (Case 4.11). We managed to further reduce it to 0.217 with the second optimization run. For Model 3, the gas saturation in the top layer was 0.2158 for the base case (Case 4.12). The saturation was reduced to 0.1737 with the first run of the optimization (Case 4.13) and then further reduced to 0.1397 with the second run.

Table 4-9: Valve Settings and Injection Rates for Case 4.11
(Model 2, 2nd optimization run)

<table>
<thead>
<tr>
<th>Time (up to) days</th>
<th>Valve #1 (well 1)</th>
<th>Valve #2 (well 2)</th>
<th>Injection Rate (well 1) mcf/d</th>
<th>Injection Rate (well 2) mcf/d</th>
</tr>
</thead>
<tbody>
<tr>
<td>730</td>
<td>21% Open</td>
<td>92% Open</td>
<td>939</td>
<td>4061</td>
</tr>
<tr>
<td>1460</td>
<td>21% Open</td>
<td>92% Open</td>
<td>924</td>
<td>4076</td>
</tr>
<tr>
<td>2190</td>
<td>21% Open</td>
<td>92% Open</td>
<td>953</td>
<td>4047</td>
</tr>
<tr>
<td>2920</td>
<td>21% Open</td>
<td>92% Open</td>
<td>944</td>
<td>4056</td>
</tr>
<tr>
<td>3650</td>
<td>100% Open</td>
<td>100% Closed</td>
<td>5000</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4-10: Valve Settings and Injection Rates for Case 4.13
(Model 3, 2nd optimization run)

<table>
<thead>
<tr>
<th>Time (up to) days</th>
<th>Valve #1 (well 1)</th>
<th>Valve #2 (well 2)</th>
<th>Injection Rate (well 1) mcf/d</th>
<th>Injection Rate (well 2) mcf/d</th>
</tr>
</thead>
<tbody>
<tr>
<td>730</td>
<td>16.4% Open</td>
<td>58% Open</td>
<td>1115</td>
<td>3885</td>
</tr>
<tr>
<td>1460</td>
<td>16.8% Open</td>
<td>58% Open</td>
<td>1126</td>
<td>3874</td>
</tr>
<tr>
<td>2190</td>
<td>16.8% Open</td>
<td>58% Open</td>
<td>1126</td>
<td>3874</td>
</tr>
<tr>
<td>2920</td>
<td>16.8% Open</td>
<td>58% Open</td>
<td>1126</td>
<td>3874</td>
</tr>
<tr>
<td>3650</td>
<td>100% Open</td>
<td>100% Closed</td>
<td>5000</td>
<td>0</td>
</tr>
</tbody>
</table>

These results show that the algorithm was indeed providing sub-optimal well settings during the first run of the algorithm and that we can achieve appreciable improvement in
the solution with a second run. However this is still probably not the global minimum. Multiple runs of the algorithm might therefore be required to obtain the optimum solution.
Chapter 5

5. Conclusions and Future Work

5.1. Summary and Conclusions

In this report we extended the application of well control optimization to CO₂ sequestration processes. The optimization procedure utilized a previously developed smart well optimization method based on a defensive control strategy. In this method, the valve settings were determined by optimizing an objective function over the current optimization step and the entire remaining simulation period, using numerical gradients and a conjugate gradient (CG) algorithm. In this work, we modified the objective function and the optimization algorithm so that it could be applied to CO₂ sequestration problems with multiple wells. The objective of the optimizations was to minimize the amount of structurally trapped CO₂ (maximize residually trapped CO₂).

The benefits of optimization for a variety of cases were investigated. These cases were designed to assess the effect of factors such as aquifer heterogeneity, number of wells, and capillary pressure on the residual trapping of the injected CO₂. Our specific conclusions are as follows:

- In all of the cases, the optimization procedure increased the amount of residual trapping over the base cases by an appreciable amount. In the two-well case, the optimized solution had ~43% lower gas saturation at the top of the aquifer than in the unoptimized solution. For the three-well case, optimization produced a ~37.5% decrease in the gas saturation reaching the top of the aquifer over the base (unoptimized) case.
• The effect of increasing the number of optimization steps on the optimized solution was also assessed. Upon increasing the optimization steps from 5 to 10, the gas saturation in the top layer decreased from 0.2146 to 0.1527 for the two-well case. This improvement however came at a cost of significant increase in computational requirements.

• The valve settings obtained were different depending on whether or not capillary pressure was included in the simulations, though there was not a significant difference between the optimized solutions in terms of residually trapped CO₂. It is not clear if this difference was due to capillary pressure hysteresis or due to the optimization algorithm converging to a different optimal solution. More study is needed to understand this effect.

• Increased heterogeneity resulted in optimized solutions with essentially constant valve settings. This could be due to the convergence of the optimization algorithm to a sub-optimal solution.

• Running the optimization with different initial settings for the models with high heterogeneity produced improved results, confirming that the solutions obtained previously were not the optimal solutions. Further investigation of this issue is required.

5.2. Recommendations for Future Work

The optimization procedure used in this study computed the function gradients numerically, using a commercial simulator as a “black box.” The next step would be to use an adjoint method for optimization of CO₂ sequestration processes. Work has been done to enhance Stanford's General Purpose Research Simulator (GPRS) to include additional effects important for CO₂ sequestration simulations (Fan, 2006). The adjoint method integrated with GPRS (Sarma et al., 2006) could be extended as required to provide a more accurate and computationally more efficient optimization procedure. Other optimization procedures could also be investigated.
## Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>b</strong></td>
<td>arbitrary vector</td>
</tr>
<tr>
<td>C</td>
<td>Land’s trapping coefficient</td>
</tr>
<tr>
<td><strong>d</strong></td>
<td>optimization search direction</td>
</tr>
<tr>
<td>e</td>
<td>set of unit vectors (identity matrix)</td>
</tr>
<tr>
<td><strong>F</strong></td>
<td>objective function</td>
</tr>
<tr>
<td>f</td>
<td>recovery factor</td>
</tr>
<tr>
<td><strong>g, G</strong></td>
<td>gradient vectors</td>
</tr>
<tr>
<td>H</td>
<td>Hessian matrix</td>
</tr>
<tr>
<td>H</td>
<td>height of the reservoir</td>
</tr>
<tr>
<td>h</td>
<td>objective function derivative step size</td>
</tr>
<tr>
<td>k</td>
<td>permeability</td>
</tr>
<tr>
<td><strong>k_r</strong></td>
<td>relative permeability</td>
</tr>
<tr>
<td><strong>k_{rg}</strong></td>
<td>relative permeability of gas or non-wetting phase</td>
</tr>
<tr>
<td><strong>k_{rw}</strong></td>
<td>relative permeability of water or wetting phase</td>
</tr>
<tr>
<td>L</td>
<td>length of the reservoir</td>
</tr>
<tr>
<td>P</td>
<td>pressure</td>
</tr>
<tr>
<td><strong>P_{cap}</strong></td>
<td>capillary pressure</td>
</tr>
<tr>
<td>r</td>
<td>residual vector</td>
</tr>
<tr>
<td>S</td>
<td>saturation</td>
</tr>
<tr>
<td><strong>S_g</strong></td>
<td>gas (non-wetting phase) saturation</td>
</tr>
<tr>
<td><strong>S_{gi}</strong></td>
<td>initial gas (non-wetting phase) saturation</td>
</tr>
</tbody>
</table>
$S_{g_{\text{max}}}$  maximum gas (non-wetting phase) saturation

$S_{gt}$  trapped gas (non-wetting phase) saturation

$S_{g_{\text{tmax}}}$  maximum trapped gas (non-wetting phase) saturation

$S_w$  water (wetting phase) saturation

$S_{wi}$  irreducible water (wetting phase) saturation

$u$  average flow velocity

$x$  scaled vector of valve settings

**Superscripts**

$k$  iteration level

$0$  initial value

**Subscripts**

$\text{cap}$  capillary

$g$  gas

$h$  horizontal

$i$  initial

$\text{min}$  minimum

$max$  maximum

$s$  solution

$v$  vertical

$w$  water
Greek Symbols

- \( \alpha \) step size in search direction
- \( \beta \) Gram-Schmidt constant
- \( \varepsilon \) convergence factor
- \( \phi \) porosity
- \( \gamma \) specific gravity
- \( \lambda \) Van Genuchten exponent
- \( \mu \) viscosity
- \( \rho \) density

Abbreviations

- CG conjugate gradient
- bbl/d barrels per day
- BHP bottom hole pressure
- mcf/d thousand standard cubic feet per day
- PV pore volume
- rft\(^3\)/ft\(^3\) reservoir cubic feet / standard cubic feet
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