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1. FRACTURE CHARACTERIZ ATION USING PRODUCTI ON DATA

This research project is being conductey Research Assistant Egill Juliusson, Senior
Research Engineer Kewen Li and Professor Roland Horne. The objective of this project is
to investigate ways to characterize fractured geothermal reservoirs using production data.

1.1 SUMMARY

The focus of thigeport is on the development of an analytical model for thermal transport
through a single fracture with a change in flow rate at a given point in time.

The report goes through the solution to the governing differential equation in detail. The
reason forthis is that the details were not provided by previous authors that have worked
on problems similar to the one modeled here. Having a good reference to the solution
process can be helpful in future research that might focus on solving slight modifications
of the governing equations presented here.

The final solution to the problem is provided in timnensional Laplace space. Although

this solution could be converted to real space, we elected to solve it using a numerical
inversion code\{alk6 and Abate2005. The result was verified by comparison to results
from a discrete fracture flow simulation program. The two responses match reasonably
well, and any discrepancy is likely due to numerical error.

1.2 INTRODUCTION

Our research on characterizing fraeti using production data has led to a few different
ways of estimating connectivity between wells in the reservoir. The focus has been on
tracer, pressure and flow rate data, and in the Quarterly Reports from Winter and Spring
2011 we proposed methods fatilizing these data to optimize injection and production
scheduling in fractured reservoirs.

The results so far have shown that connectivity parameters obtained from tracer, pressure
and flow rate signals work reasonably well for predicting thermalkbreaugh. A major
unknown that is, as of yet, not included in the workflow is the effective surface area of the
fracture (or equivalently, the effective fracture aperture). The surface area has a large effect
on the heat transfer into the fracture, andgttne thermal breakthrough.

One way to estimate the heat transfer area is to fit an analytical model to the early stages of
thermal drawdown in a production well. In that way, it might be possible to use the
corrected model as a basis for reconfigurimg flow rates to reverse or dampen the rate of
thermal drawdown. It would be useful, for the objective function that was used in the flow
rate scheduling problem, to have an analytical expression for thermal drawdown at variable
flow rates. A step towarddhis goal involves deriving an analytical solution for the case
where the flow rate changes at a single point in time.



1.3 THERMAL TRANSPORT THROUGH A FRACTURE WITH CHANGING
FLOW RATE

In this report we formulate an analytical model for thermal transpostigi a fracture.
The fracture has apertuggoand is bounded by infinitely large matrix blocks. The flow
rate is assumed to have a constant vajugfrom timeo Tuntil 0 0. After that it
changes to a new rafg 1 7_. The solution to the problem before timewas dened

by Lauwerier (1955). The solution far 0 is similar to the one given by Kocabas
(2010), although his work focused on injectioackflow tests, whereas this model is
designed for tests on injectproducer doublets. We refer to the time beftie ¢thange in
injection asd and the time after change in injection@s A schematic diagram of the
problem is given inFigure 11. The nomenclature for the parameters displayed in the
diagram is given iable 11.

Thermal transport within the fracture in thedirection occurs only by advection, not
conduction. Conversely, we assume infinite thermal conductivity irgtlieection, and

thus a constant temperature at any giuewithin the fracture. We also assume that the

fracture wall has the same temperature as the fluid in the fracture and that thermal transport
from the matrix to the fracture obeys Fouri
matrix occurs only through conductiontheg-direction.
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Figure 11. Schematic diagram of the thermal transport problem through a single fracture
with two flow velocities.

1.3.1 Solution before change in flow rate

The solution derived in this section is very similar te ttne derived by Lauwerier in
1955. The details of how that solution is obtained are not very well recorded in the 1955
publication. Understanding that process is important to be able to derive a solution for
thermal breakthrough after a change in flove rand therefore we give the details here.

The governing equation for the variation in temperature within the fracture before the
change in flow rate, i.e. before tineis:
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Similarly, the governing equation for the matrix is:
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where the volumetric heat capacity for the fracture is:
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and for the maxtrix:
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All other parameters are definedTiable 11.

Table 11: Nomenclature for parameters used in the thermal transport problem

Symbol Description

Y oo Fracture temperature [C]

Y oo Matrix temperature [C]

) Volumetric heat capacity [JAC]

0 Thermal conductivity [W/m/C]

I Volumetric flow rate [nVs]

6 Interstitial flow velocity,0 AT ¢® @o'Y , [m/s]
® Half of fracture aperture [m]

O Fractue height [m]

_ Ratio between flow rates before and afief-]
%0 Porosity f]

Y Retardation factofY p %o p %o %o
w Distance in thevdirection [m]

Q Distance in the-direction [m]

o] Time [s]

S Laplace transfon variable

Subscript Description

Q Bulk property of the fracture

a Bulk property of the matrix

0 Property of liquid water

i Property of reservoir rock

O Dimensionless parameter

1 Variable before time

2 Variable after timed

(0.1)

(0.2)

(0.3)

(0.4)



Initially the fracture and matrix are all at temperafife

YO'Y 'Y WO 0 T (0.5)

At the injection point we assume a constant temperature:

Y OY @0 o a T (0.6)

and the temperature infinitely far away from the fracture remains at the initial temperature:
YO Y i 40 b (0.7)

Finally the requirement that the fracture wall must be at the same temperature as the fluid
within the fracture gives the boundary condition:

YOY Hod m (0.8)

To simplify further derivations we nedimensionalize the equations as follows:
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This leads to the dimensionless governing equation for the fracture and matrix,
respectively:
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The initial conditions become:
Y Y T WO O T (0.12

and the boundary conditions become:
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Taking the Laplace transform with respect to time converts thetiggaé0.10) and(0.11)
to:
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The initial conditions are integrated into the governing equations but the boundary
conditions become:

"y iﬂ GO G m (0.18)
Y O &ido b (0.19)
YOOY  God (0.20)

Equation (0.17) is a second order, linear, homogeneous ordinary differential equation
which has the general solution:

Y 8w Q 6ifw Q (0.22)

Boundary conditior{0.19) gives6 T, s0”"Y Oi o Q . Differentiating with
respect tax and settingx  TTgives:
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Inserting this expression into Equati@®16) yields a firstorder, linear, inhomogeneous
ordinary differential equation:
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Multiplying this equation with the iegrating factofQ  and integrating on both sides
leads to:

Y Q i d8ifQ w 6i (0.24)

Now we use boundary conditi¢f.20) to obtain

~
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Differentiating with respect tan then leads to a firsbrder, linear, homogeneous
differential equation foo:
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Thegeneral solution is:
oify 0i Q (0.27)

With this we carsimplify Equation(0.24) to:

Y 00 Q 51 Q (0.28)

Referring again to boundary conditi@®20) leads to:

0i Q Oi Q 0i Q (0.29

and thusd i 1. Finally Equation(0.18) leads toO i pZi , and we have the full
solution in to the problem, in Laplace space, for time 0 . For the fracture it is:

Yoi iE'Q o (0.30)

and for the matrix:
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The inverse Laplace transform of Equatiq@s30) and (0.31) can be found using the
following two inversion rules:

0 ,E'Q Qi "Q& QYD T (0.32)
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where’Qi "®uthe complementary error function, ahdis the Heaviside step function.
These lead to the real space solution to the problem before the change in flow rate, which
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for the matrix.

1.3.2 Solutionafter change in flow rate

The governing equations for the time afterare quite similar to the equations posed by
Kocabas 2010. Kocabas was investigating thermal injectlmackflow tests. This means
that he was looking at the case where the flate is reversed, and so he had a negative
sign on_. His solution focused only on the responsevat 1, and that lead to a different
boundary condition at that point (i.e. Equat{0m0)).

After time 0 we assume that the flow rate changes ffpnoy 1 7_. We call the time
variable starting after the change 0 0. The nordimensionalization given in
Equation (0.9) is appled again to the problem after time and thus the governing
equations become:
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The initial conditions are now determined by the state of the fracture and matrix at.time
The initial conditions for the fracture are therefore:

Y OY O o h Hoo m (0.38)
Likewise, for the matrix we have:
Y Y O o Fr'g( Ww o0 TT (0.39

The boundary conditions are:

Y p OO a 7 (0.40)
Y Om Oi d O kb (0.412)
Y'Y ®od m (0.42)

Now taking Laplace transform with respect @o yields the transformed governing
equations:

Y Y1y
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The initial conditions become:

Y= 0 Hoo (0.45)
and
v Po T o7 goo n (0.46)

And the boundary conditions change to:
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A second Laplace transform, now with respedi tgives:
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for the fracture. For the matrix we get:
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The boundary conditions become:

"y % How @ (0.52)
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Equation(0.51) is a seconabrder, linear, inhomogeneous ordinary differential equation. A
general solution to the homogeneous equation is:

Y : b1 H Q 6iFf o Q (0.55)

but we immediately see that T from boundary conditiorf0.53). A particular solution
for (0.51) can be found from the method of undetermined coefficients. Thus, we guess a

particular solution of the formY  0'Q . Inserting this paitular solution into
Equation(0.51) gives:

P (0.56)

o L — Q Q
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Now apply(0.54) to get:
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So for the matrix we have:

"Y "Y !Q - ‘Q ‘Q (059)

For the fracture equatiq0.50) we need
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Moving this expression into Equati¢®.50) gives:
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Rearrange to get:
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The general solution to this first order, linear, inhomogeneous ordinary differential
equation is:

vYoQ e P —— Y i@ biH (0.63)

Evaluate the integral as:

—+ —+ (0.64)
oifi o o
where
oifi = p —P— — (069
L —+ —+ i i — i i —

then Equation$0.63) and(0.64) give:
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Y Oi H Q 6 i h . Q-lc fcto (0.66)
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This gives the full solution for the temperature transient after the change in flow rate, in
Laplace space. The solution for tinacture is:

v e
(I

q-fc % Oi i Q Q-ic i (0.68)

and the solution for the matrix is:
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1.3.3 Verification and testing of the solution

The solutions given by Equatior6.68) and (0.69) were verified by making sure they
satisfied Equationg0.50) and (0.51) and the bandary conditions given by Equations
(0.52) through(0.54).

Expression(0.68) was inverted to real space usiaghumber of rather tedious inversion
rules. The solution had to be divided into nine different terms. Four of these terms involved
a single numerical integration, and four other terms required a double numerical
integration, which in some cases had nondgimaategrands. This made the evaluation of

the real space solution very inefficient and prone to error. After considerable work on
computing the response this way, with limited success, we decided to abandon the real
space inversion approach.

An alternatve way of obtaining the real space response was to use a numerical Laplace
inversion code for Equatio(0.68). Valké and Abate Z005 provide one such inversion
code that is designed to invert tdlonensionaffunctions in Laplace space. Their code is
written in Mathematica and relies on some of the inner workings of that software (i.e.
multiprecision computing). Inversion algorithms by Stehfest (1970) and Den Iseger (2005)
were also applied, but they seemedb® poorly qualified for the inversion of this
particular function.

The solution was tested by comparing predictions from the analytical model to results from
a full finite element simulation using a single discrete fracture in the groundwater
simulator EFLOW. In this specific case we modeled a fracture with an aperture of 1 m,
height 500 m and length 600 m. The porosity of the fracture was 0.05 and the porosity of
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the matrix was 0.001. The flow rate started at 2500ay, but was reduced to 1500
m°/dayafter 3000 days. The initial temperature in the reservoir was 150 C and the injection
temperature was 50 C. The volumetric heat capacity for the water was 4.2 alfoh for

the rock it was 2.5e6 JMC. The thermal conductivity of water was 0.65 W/mi@! dor

the rock it was 3 W/m/Crigure 12 gives a snapshot of the temperature in the FEFLOW
model after 10000 days.

Temperature
- Continuous -

| 140.137
130.121
120.106

B 110.091
Bl 100.076
B 90.0607
Bl 80.0455
W 700303
W 600152

W s

Y

{ bx

0 50 100

Figure 12: A snapshot of the fractimmatrix model created in FEFLOW, at the end of
10000 days.

A comparison of the FEFLOW computation and the analytical model results is shown in
Figure 13. The analytical solution is quite close the results from FEFLOW although not
identical. The difference may well be attribble to minor discrepancies between our
theoretical model and the actual setup of the problem in FEFLOW. There may also have
been numerical errors in the FEFLOW calculations and the numerical Laplace inversion.

An unfortunate drawback of the two flow eathermal transport model is that it takes a
very long time to evaluate the response after ttmeFrom our experience, it takes a

14



slightly longer time to compute the numerical inversion of EqugidB) than it does to
compute the response using the FEFLOW model. This would make optimizatssusdra

this function very slow, since the optimization would require a large number of function
evaluations.

15':' T 1 1 T 1 1 T 1 1
FEFLOW

150 —— Tt |

140

130

120

Temperature []

110

100

80

BD 1 | | 1 | | 1 | |
a 1000 2000 3000 4000 5000 6000 7000 8000 9000 10040
Time [days]

Figure 13: A comparison of the analytical solutions provided in this report and the
simulated response to a change liowf rate, using the groundwater simulator
FEFLOW. The green dashed line is computed from Equéli8d) while the red
dotted line is computed from a numerical inversion of EQu40d&8).

1.4 FUTURE WORK

The temperature transient is not the only signal we could use to infer the effective heat
transfer area. It may be possible to infer the heat transfer area using either reactive tracers
or thermally degradingrdcers. There are some practical problems with reactive tracers
because they will react with different minerals are severely different rates. This problem is
avoided with thermally degrading tracers, where all one needs to estimate is the initial
temperatee in the system.

We will look into these types to tracers over the next quarter, and see if they could be used
to refine our estimates of the effective heat transfer area. More accurate estimates of the
area should lead to better predictions when sglthe reinjection scheduling problem.
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2. FRACTURE CHARACTE RIZATION OF ENHANCED
GEOTHERMAL SYSTEMS U SING NANOPARTICLES

This research project is being conducted by Research Associates Mohammed Alaskar and
Morgan Ames, Senior Research Engineer Kewen ld Brofessor Roland Horn&he
objective of this study is todevelop insitu multifunction nanosensors for the
characterization dEnhanced Geothermal Systems (EGS).

2.1 SUMMARY

During this quarterwe began investigation of microparticle flowarglass facture model
The experimental apparataad standard measurementdratturehydraulicaperture and
permeability were completedhe fracture aperturgvas foundto be around 5fum, with

corresponding average permeability of 272 darcy.

Silica microspheeswere injected intahe glass fracture modeind it wafound that2 um
microspheres of could be transported throtlgh fracture, with a cumulative recovery of
about 76%. This injection serves as a baseline experiment for future injections using the
glass fracture model.

2.2 INTRODUCTION

Last quarter (AprilJune 2011), a naturally fractured greywacke core from The Geysers
was prepared for the injection of fluorescent silica microsph@&tes.silica microspheres

of different sizes were injected intoetmaturally fractured greywacke core sample. The
effluent samples were analyzed using optical microscopy and fluoresseeciometry

The fluorescence intensity was related to effluent concentration by constructing a
calibration curve. The return curveaw/then estimated. We also demonstrated the potential
of using microparticles and/or nanopatrticles to estimate the fracture aperture by relating the
physical size of the largest recovered particle to the aperture of the fractuadréicture

caliper cocept).

During this quarterwe further investigatithe fracture caliper concept by injecting silica
microsphers into glass fracture model. The glass fracture model was prepared for the
injection of silica microspheres. The preparation of the fractnoglel included the
estimation of the hydraulic aperture and permeability of the fracture. A baseline injection
was also condued. Effluent samples were characterized using fluorescgerometry

2.3GLASS FRACTURE MODEL

Last quarter, a neliminary nvestigation of the flow mechanism of nanoparticles was
conducted by injecting fluorescent silica microspheres through a naturally fractured
greywacke core. We demonstrated the possibility of using microspheres to estimate
fracture aperture (fracture cadip by injecting a polydisperse microsphere sample anto
fracture with apredetermined hydraulic aperturd/e usel the glass fracture model to
further investiga thefracture calipeconcept.
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2.3.1 Fracture model description

The fracture apparatus ed was designedriginally to study the multiphase flow of gas
and liquid phases through fractures. The apparatus was designed and fabricated by
previous researcher Gracel Diomampp the Stanford Geothermal Progran{Gracel
Diomampo, MS Thesj2001).

The fracture model consists of a smooth glass plate placed on top of an aluminum flat
surface The seal was achieved by placingano ng ( Vi t o R72Jbét8eentheh i ¢ k # 2
glass (top) and aluminum (bottom) platdsmetal frame was bolted to the bottghate to

improve the seal. The metal frame was designed with supporting beams to prevent glass
deformation due to system pressufide spacing between these two surfaces is the

simulated fracture of predetermined width and ler{gtby 12 inches)The fracure model

is pictured in Figure 2.1.

Figure 2.1: Picture of glass fracture apparatus. It shows the bolted frame, top and bottom
plates and fracture location.

As the fracture apparatus was desigredyinally to study twephase flow,each fluid
entersthe fracture througtwo separate inlet porta total of 123 capillary ports, each 0.51

mm in diameter. These ports were aligned to the fracture surface alternately. Four pressure
ports with a diameter of 0.51 mm were drilled at locatitttoughout theracture area.
Temperature ports were also drilled, but not used ddin@garticle injection experiments.

The fluids exit the fracture through a single outketschematicdiagram of the fracture
apparatus ishownin Figure 2.2.

18
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Figure 2.2: Schemat of the fracture apparatu@dapted fromDiomampo, 2001L

2.3.2 Pressure and flow rate measurements

The pressure difference through the fracture was obtained using low capacity differential
transducers. Two liquidilled differential transducers (Valghe Transducer, model BP

215 range 61.5 psi and & psi) were attached to inlet and outlet pressure ports. Both
differential pressure transducers were calibrated using a standard pressure gauge with an
accuracy of 0.1 psi. The pressure transducer ctibraurves are depicted in Figures 2.3

and 2.4. The pressure calibration curves indicate a good agreement between the standard
pressure gauge and the differential pressure transducers.
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Figure 2.3:Calibration curve of the inlet pressure transducer.
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Figure 2.4:Calibration curve of the outlet pressure transducer.

A water pump (Dynamax, Model SEO0) manufactured by RAININ Instrument Company
was used to inject the deionized water. The minimum pumping rate of the pump is 0.2
ml/min with an accuracy d.01 ml/min. This pump is an automated constaie pump.

The flow rates of the water pump were calibrated before the experiment usingnaattbp

and a Mettler balance (Model PE 300). The accuracy of the balance i &@llthe range

is from 0 to 300g. The calibration curve for this pump at room temperature is shown in
Figure 2.5. The measured flow rates were consistent with those specified on the pump.
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Figure 2.5: Water pump calibration curve.

2.3.3Fracture hydraulic aperture and permeability measurements

Prior to permeability or hydraulic aperture measurements, the fracture was saturated with
the testing fluid (i.e. deionized wateAir removal via vacuum and resaturation with water
was not possible because the system was not designed tamdthstcuum. Instead, the
saturation was achieved by first saturating the system withtk€h deionized water, as

CQO, dissolves more easilyin water than air. The fracture apparatus was also tilted by 45
degrees for gravity to aid the saturation process.

The determination of the fracture hydraulic aperture wasessaryto testthe fracture
caliper concepfThe hydraulic aperture of the fracture was determined using the cubic law.

The cubic law is given as

:b_3b_DDp 2.1)
12 m

_b’

=2 2.2)

whereQ is the flow rate in cubic meters per secdnd; the fracture aperture in metérjs
the fracture width in metel)p is the pressure drop across the core sample in Pasesal,

the length of the fractur@imeter/7.is the test fluid viscosity in Pascal second kiglthe
permeability in square meters. The permeability can be expressed in Darcy units using the
following conversion

1darcy=9.86% 10 **m? (2.3)
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The aperture of the fcaure was set by installingpacers made fromtainless steel shims
with specificthicknesgs Initially, shims with thickness of 5am and 102um were used.

For both cases, the hydraulic aperture measurements were found to be arowmd, 185
indicating tha the aperture measurements were insensitive tosséige of 102 um or
smaller For example, facture aperture and permeability measurements with the shims
installedcan beseenn Figure 2.6

* Kwith 102 um shiminstalled

® b with 102 pm shiminstalled

3500 200
e ©6 o & ©
secc° e T 1 180
3000 = I 60
. 1
*

2500 ra— T 140 _
= 1 E
S 2000 120 2
= + 100
X

1500 1 80

1000 + 60

+ 40
500
+ 20
0 T T T T T 0
000 020 040 060 080 1.00 120

dp (psig)

Figure 2.6: Aperture and permeability measurements astitmof fracture pressure
when 102um shims installed.

It was observed that the absolute permeability was changing with flow rate for fracture
pressures below about 0.5 psidpis implied that the fluid was lifting the glass as it flegv

through the fraetre. At pressures greater than @&, the glassvas lifted to its maximum

height contrainedby the confinement of the metal frame. At tlpsessure range, the

absolute permeability was constant and found to be around 3100 @arcpnfirm the
valdityocrDar cyo6és | aw (i .e. flow in fracture is | a
we examind the linearity between singlehase pressure drop and flow rate. Figure 2.7

shows a linear relationship between the pressure drop and flow rate, indideting t

negligible effect of inertimn the flow within the fracture.
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Figure 2.7: Seadystate, singlephase pressure drop versus flow rates during aperture
measurements with 1Qén shims installed. Linearity between pressure drop and
flow rate confirmed, here,Da r ¢ y ohslds| a w

Due to the inconsistency between the measured fracture hydraulic apertugen(186d
shim size (102um), further investigation was carried out. The hydraulic aperture was
measured after the removal of the shims. In this case,tbalgring exists between the
glass and aluminum plateBhe hydraulic aperture of the fractureas foundto be around

57 um with an average permeability of 272 darcy. This implied that thiegowas
compressed to a minimum height of about 5mM. When shms were installedthe
additioral thicknessof shims was added. If fracture surfaces were perfectly flat, the
measured fracture aperture should be the sum of-thmg@nd shim thicknesses (i.e. 102
pum plus 57um or total of 159um). The difference betwan measwd apeture and
expected value (about 26m) was believed to be a result of irregularitiestioé flat
surfacesThe fracture aperture and permeability measurements without shims saerbe

in Figures 2.8To avoid uncertainty of aperture measuests, it was decided to use the
model without shims during injection of microparticlétence wedesigred the influent
sample to have particles smaller and bigger thaung.7
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Figure 28: Aperture and permeability measurements as function of fractiesspre
when 102um shims installed.

2.4 HUORESCENT SILICA MI CROSPHERES INJECTION EXPERIMENT :
GLASS FRACTURE MODEL

The objectives of this experiment were to investigate the transport and recovery of
fluorescent silica microspheres throuthie glassfracture mode] to study the relationship
between the size of recovered microparticles and fracture ap&aweral injections were
conducted with silica microspheres through a fractured greywacke core. We intended
explore the possibility of measuring thedture aperturéurther by using the size of the
largest recovered particle8s a baseline experiment, we injected silica microspheres (2
pum) of the size about 4% dhe fracture aperture. The goal was to verify that the silica
microspheres were not tpaed within the fracture due to chemical or electrostatic forces.
The next step will be to inject a polydisperse sample with microparticles bigger and
smaller than fracture aperture.

This section provides the silica microsphere injection experimentilsdetdihe
characterization of the blue fluorescent silica microspheres can be found in the previous
guarterly report (Apridune, 2011).

2.41 Experimental method used in theglass fracture model injections

The fluorescent sida microspheres injectiowas conducted to investigate their flow
through theglass fracture modelThe testing apparatus was similar to thgraulic
aperture angermeability measuremesgxperiment, but modified slightly to allofer the
injection of micrgarticles. The configation also allows for injection of particfece
deionized water, without interrupting the flow. The modified apfus can be seen in
Figure 2.9
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Figure 29: A picture of theluorescent silicanicrospheranjection apparatus.

The nanofluid was contagal in a syringe downstream the water pump. f@oparticles
were injected using the syringe. Thiéica microspheresample oforiginal concentration
of 4.99x10° g/cn? was dilutedby a factor of 100 usingleionized water. Thaew
concentration of injeed silica microsphere influentvas 4.99x1d g/cn?. Prior to the
injection of themicrofluid, the fracture modetas preflushed witseveral pore volumes of
water Folowing the injection of the micpmarticles (1cnt), a continuous flow of water
was introdiced.Effluent samples were then collecteahd fluorescencspectromeaty was
used to determine the concentration of the silica microspheres in effluent samples.

25RESULTS

The fluorescent silica microspheres were transported through the fractodel
successfully.

The recovery of the silica microspheres veatimatedoy measuring the emissi@pectra

and correlating it to the effluent concentration using a calibration curve. The fluorescence
emission spectra of all effluent samples collected durireg llue silica microsphere
injection are shown in Figure . The samples were excited at a wavelength ofr860

and the emissiospectra wereneasured between 350 to 6@, with a peak or maximum
emission at a wavelength of abouf48n Note that the emsion peaks of samples B3 and

B4 were not showlearly because of the low content of silica particles, compared to the
concentration of sample B2 that contains the bulk of the silica microspheres. Despite the
fact that the effluent samples volume was i, this is significantly higher than the pore
volume of the fracture and therefore the majority of partiaslese capturedn one sample

(B2). To construct the calibration curve, the emission spectra of a few samples of known
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concentrations were acquiteThe concentrations of effluent samples were determined

based on the maximum emission intensity at the ffeigkire 2.11)
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Figure 210: Emission spectra of effluent samples duringection of the blue silica

spheres.
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The return curves of the blue microspheres were then estimasedwasin Figure 2.12. It

was found that cumulative recovery of injected blue silica microspheres was about 70%.
Estimation of thecumulative recovery of the silica spheresas also attemptedy
calculating the cumulative ratio of emission intensity of effluEnto( emission intensity of
influent (o). Based on the intensity ratio, the cumulative recovery was atfi%at Both
recovery values were reasonably in agreement. The slight diffenesgdoeattributed to

error introduced during the construction of the calibration curve. The unrecovered silica
microspheres were believed to be trappéthin fittings and/or vives used for their
injection.

80% - - 80%
70% - b4 : : - 70%
60% - - 60%

o 50% 1 - 50%

O 40% - - 40% 2

© 3006 - - 30%
20% - AC/Co®lllo [ 20%
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0% 2 - : 0%

0 1 2 3
Cumulative Volume (cc)

Figure 2.12: Cumulative recovery of silica microspheres calculated based on
concentration and intensity ratios.

2.6 FUTURE WORK

We will continue our investigation of the flow of patds through the glass fracture
model We plan to inject a polydisperse sample with particles bigger and smaller than
predetermined hydraulic aperture, to further investigate the fracture caliper cést.
model allows for visual study of particle flow, vaésoplan to investigate theif€usion of
particlesvisually during flow.
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3. FRACTURE CHARACTE RIZATION USING RESIS TIVITY

This research project is being conducted by Research Assistant Lilja Magnusdottir, Senior
Research Engineer Kewen Li and Professor Roland Horne. The objectivs pfoject is
to investigate ways to use resistivity to infer fracture properties in geothermal reservoirs.

3.1 SUMMARY

In this project, the aim is to use Electrical Resistivity Tomography (ERT) to characterize
fracture properties in geothermal fieldsheT resistivity distribution of a field can be
estimated by measuring potential differences between various points while injecting an
electric current into the ground and resistivity data can be used to infer fracture properties
due to the large contrast iasistivity between water and rock. The contrast between rock
and fractures can be increased further by injecting a conductive tracer into the reservoir,
thereby decreasing the resistivity of the fractures. In this project, the potential difference
has ben calculated between two points (an injector and a producer) as conductive fluid
flows through fracture networks. The time history of the potential field depends on the
fracture network and can therefore be used to estimiagee fractures are located atie
character of their distribution

The anal ogy between Ohmdés | aw that describes
fluid flow makes it possible to use flow simulator TOUGH2 to calculate electric fields.
This report illustrates how EOS1 module TOUGH2 has previously been used to
calculate the potential field as conductive fluid is injected into the reservoir and discusses
how EOS9 module in TOUGH2 can be used instead of EOS1 to get accurate results of the
electric field. In EOS9 the density amiscosity can be defined as constants instead of
being pressure dependent, allowing for a simulation of an electric field without the
resistivity becoming dependent on the electric potential. A few simple simulations were
performed and results compared ttee resistivity model previously described in the
JanuaryMarch 2011 quarterly report. The advantage of using TOUGH2 to solve the
electrical field instead of the resistivity model is that the same grid can be used for both
electric and fluid flow modelsTOUGH2 also allows use of nonrectangular elements
making the simulation faster and more efficient.

Future work includes studying further the relationship between fracture networks and the
change in potential differences as conductive tracer is injectedhie reservoir for more
complicated fractal network of fractures. It also includes implementingpstdhtial
calculations into the model since the change insatiéntial affects the measured potential
difference and could facilitate fracture charaizggtion. Another future goal is to study the
possibility of using the potential differences witiverse modeling teharacterize fracture
patterns as well as to study different electrode layouts. It is also of interest to explore the
use of nanotracersd the influence of injecting varying tracer concentrations.

3.2 INTRODUCTION

Characterizing the dimensions and topologyrattures in geothermal reservoiscrucial
for optimal designing oproduction and to find feasibHrilling locations.Fracturescarry
most of the fluid in the reservoir smtture configuration is central to the performanca of
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geothermal system both fractured reservoirs as well asEnhanced Geothermal System
(EGS) applications The knowledge offluid-flow patternsis necesary to ensure adequate
supply of geothermal fluids and efficient operation of geothermal vesitsto prevent
shortcircuiting flow paths from injector to producer that would lead to premature thermal
breakthrough. Fracture characterizatitvereforeincreass the reliability of geothermal
wells and the overall productivigf geothermal power plants.

The goal of this study is thnd ways to use Electrical Resistivity TomogragBRT) to
characterize fractures in geothermal reservditRT is a techniquefor imaging the
resistivity of a subsurface from electrical measurements. Prit@@a4) concluded based

on a theoretial study that hidden geothermal resources can be explored by electrical
resistivity surveysbecaus@eothermal reservoirs are usuatharacterized by substantially
reduced electrical resistivity relative to their surroundings. Electrical current moving
through the reservoir passes mainly throtlgid-filled fractures and pore spacesdese

the rock itself is normally a good insulatér.these surveys, a direct curraatsent into the
ground through electrodes and the voltagéedences between theare recorded. The
input current and measured voltagdfelience give informatiorabout the subsurface
resistivity, which can then be wbéo infer fracture locations.

Resistivity measurements have beendusethe medical industry to iage the internal
conductivity of the human body, for example to monitor epilestsokes and lung
functions as discussed by Hold@004) In Iceland, ERTmethods have been used to map
geothermal reservoirs. Arnars¢2001) describes how ffierent resistivity measurements
have been useeffectivelyto locate high temperatufeelds by using electrodes located on
the ground's surfac&tacey et al(2006)investigated the feasibility of usingsistivity to
measuresaturationin a rockcore. A direct current pulse was applied through electrodes
attachedn rings around a sandstone core and it resulted in data that could be used to infer
the resistivity distthution and thereby the saturation distribution in the coraall also
concluded by Wang and Horif2000)that resistivity data hee high resolutionpower in
thedepth direction andrecapable of sensing the areal heterogeneity.

In the approach considal in this project so far, electrodes would be placed inside two
geothermal wells and the potential differences between them studied to locate fractures and
infer their properties. Due to the limited number of measurement points, the study is
investigatigp ways to enhance the process of characterizing fractures from sparse
resistivity data. For example, in order to enhance the contrast in resistivity between the
rock and fracture zones, a conductive tracer would be injected into the reservoir and the
time-dependent voltage difference measured as the tracer distributes through the fracture
network.

Slater et al(2000) haveshown a possible way of using ERT with a tracer injection by
observingtracer migration through a sand/clay sequéna experimental0 x 10 x 3 m®
tank with crossborehole electrical imaging. Singha and Goreli2R05) also used cross
well electrical imaging to monitor migration of a saline tranes 10x 14 x 35 n7 tank.In
previous work, usually many electrodes were used torokhai resistivity distribution for
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the whole field at each time step. The resistivity distribution was then compared to the
background distribution (without any tracer) to see resistivity changes in each block
visually, to locate the saline tracer and #imrthe fractures. Using this method for a whole
reservoir would require a gigantic parameter space, and the inverse problem would not
likely be solvable, except at very low resolution. However, in the method considered in
this study, the potential défence betweerthe wellswould bemeasured and plotted as a
function of time while the conductive trackows through the fracture network. Future
work will involve usingthat response, i.e. potential difference vs. time, inirarerse
modelingprocess to cracterize the fracture pattern.

First, the analogy between water flow and electrical flow is defined and the possibility of
using TOUGH2 flow simulator to solve an electric field is investigated. Nda¢tric field

time histories calculated using EO®iodule in TOUGH2 for three different fracture
networks are illustrated. The possibility of using EOS9 module instead of EOS1 to get
accurate results for the electric potential is investigated by calculating the electric field for
three simple cases and cpaning the analytical solution to the results from EOS9, EOS1
and the resistivity model previously described in the JarMangh 2011 quarterly report.
Finally, future work is outlined.

3.3 WATER FLOW ANALO GY OF ELECTRICAL FLO W

The steadystate flow of anelectric current through a conducting medium due to
differences in energy potential is analogous to the stetdg flow of a fluid through

porous mediumDarcy's law is an empirical relationslgpi mi | ar t o Ohmdés | aw,
J=-sbf (3.1)
whereJis current density [A/f], i s t he conductivityisthe t he me
electric potenti al [ V] but insteadfluWlf descr.i
flow through a porous medium,
Kk
=-—b, 3.2
q=-—bp (3.2)

whereq is the flow rate [m/s]k is permeabilityym?], p is viscosity of the fluid [kg/ms] and
p is pressure [Pa]. Table 3.1 presents the correspondence between the variables and
relations of watef | ow ( Darcyodés | aw) and electric curre

Table 3.1: Correspondence between electric current flow and water flow.

Dar cy()qSF-J;nﬁpN Oh moé s JE-askf

Flux of: Waterg [m/s] Chargel [A/m?]
Potential: Pressurep [Pa] Voltagef [V]
Medium property: Hydraulic conductivity — Electrical conductivity

K [m?%/Pa-s] af 1/ qm]
m
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The similarities between these two equations imply that it is possible to use flow simulator
like TOUGH2 to solve electric field due to flow of electric current. Then, the pressure
results from TOUGH2 would correspond to the electric voltage, the current density to the
flow of water and the electrical conductivity would correspond to the hydraulic
corductivity, i.e.

:E (3.3)

m

However, it must be taken into account that viscosity depends on pressure while
conductivity of a reservoir does not depend on the electric voltage kigede 3.1 shows
how viscosity of water at 150°C changes with pressure.

Viscosity [Pa g
-~
T T
1 1

=
o
T
1

1] 200 400 g00 200 1000
Fressure [MFPa)

Figure3.1: Vi scosity [PaAs] as .a function of pres

In order to take the pressure dependence into account EOS9 module in TOUGH2 was
studied. EOS9 considers flow of a dmcaqueous phase consisting of a single water
component. The conditions are assumed to be isothermal so only a single water mass
balance equation is solved for each grid block and the thermal properties of water can be
overwritten. Therefore, liquid viscitg, density and compressibility can be defined
constant and reference pressure and temperature can be overwritten, making the imitation
of electric flow possible.

Il n TOUGH2Z2, Darcyods |l aw is solved using the f

ek rg €P - P %)
an =ru,,=- knmg ;77 lL:ng nDnmm - rnmgnmg (34)

where} is density andy,m is gravity in direction fromm to n. Suitable averaging are used
at the interface between grid blocksand m, andD,, is the distance between the nodal
pointsn andm (see Figure 3.2).
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Figure 3.2: Space discretization, grid blocks n and m.

In order to calculate the flow simulation the following equation is solved using
Newton/Raphson iteration:
RrI1<,K+1 - Mrlf,K+1 _ Mr}f,K _ \%[SA]anlfﬁKﬂ +anr|]<,K+l (35)
m
n
where R“¥*'are residuals between time stépndt Mt is mass accumulation,
Alis the surface area of the grid blodkis the volume and denotes sinks and sources.

kHl gk

The pressure solved in a flow simulation is of higher magnitude than the voltage in the
electric case would ever be, so some of thetec parameters need to be scaled in order to
solve the electric problem using a flow simulator. Table 3.2 shows the scaling of the
electrical parameters for the flow simulation where the density of the fluid has been taken
into account as well.

Table 3.2: Scaling of electric parameters.

Electric Multiplied Flow
parameters: py: parameters:
f V] 10° P [Pa]
J[A/mM?] 10° q [m/s]

D [m] 10° D [m]

A[m? 10 A[m?

V [m?] 102 Vv [md

The initial pressure is set to ®lPa san order to get the electric potential results assuming
initial voltage to be zero, the initial pressure is subtracted from the pressure results and the
results are then multiplied by £€ get the electric voltage results.

3.4 RESULTS

Previously, aflow simulationwas performed usingcOS1 module inTOUGH2 reservoir
simulator to see how a tracer, which increases the conductivity of the fluid, distributes after
being injected into the reservoir. The simulation was carried out on-ditmensional grid

with dimensionsL000 x 1000 x 10 fwith fractures first modeled as a cross in the upper
left corner (green blocks) as shown in Figure 3.3, then as a larger cross in the upper left
corner as Figure 3.4 shows and finally with no fractures.
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. Injector

Producer

Figure 3.3: Fractures (green blocks) modeled as a small cross in the upper left corner of
the reservoir.

.~ Injector

Producer

Figure 3.4: Fractures (green blocks) modeled as a larger cross in the upper left corner of
the reservoir.

The goal was to study the difference in potential field betwthese three cases as

conductive fluid is injected into the reservoir. The reservoir is modeled with porosity 0.2

and permeability 70md (10™° m?) while the fractures have permeability 5 ¥ bod (5 x
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10* m?). No-flow boundary conditions were useddah00 kg/s of water was injected in the
upper left corner with enthalpy 100 kJ/kg, and 0.1 kg/s of tracer with enthalpy 100 kJ/kg.
The initial pressure was set tb atm, temperature to 150°C and initial tracer mass fraction
to 10° because the simulatoould not solve the problem with zero initial tracer mass
fraction.

The tracer injected into the reservoir is a NaCl solution which resistivity changes with
temperature and concentration. Ucok et al. (1980) have established experimentally the
resistivity d saline fluids over the temperature range-350°C and their results for
resistivity of NaCl solution calculated using a thoBeensional regression formula is
shown in Figures.5.

RESISTIVITY, @'m

0.01

T T T T T
L1l

o0.00L3 75 128 s 228 278 328 375

TEMPERATURE, *C

Figure 3.5: Resistivity of NaCl solution as a function of temperatame concentration
(Ucok et al., 1980).

Ucok et al. calculated that the dependence of resistivity is best represented by the formula
r,=h+bT1+bT+bT?+b,T? (3.9

where T is temperatureand b are coefficients found empirically. The best fit for the
concentration dependence was found to be

r,, =10/(Lc) (3.7
where
L =B, - Bc"?+B,cInc+higherorder terms (3.9
CoefficientsB depend on the solution chemistry and the molar concentration.
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In this project, the tracer concentration resulting from the flow simulation is changed into
molar concentration and the following coefficient matrix for he threedimensional
regression analysis of the data studied by Ucok et al. (1980) is used to calculate the
resistivity of the NaCl solution,

3.470 -6.650 2.633
-59.23 198.1 -64.80
B= 0.4551 -0.2058  0.005799

-0.346E5  7.368E5 6.741E5
-1.766E6  8.787E/ -2.136E7

Therefore, the resistivity value of each block depends on the tracer concentration in that
block and the value decreases asentmacer flows into the block.

The EOS1 module in TOUGH2 was used to calculate the electric potential distribution for
the reservoirs. A current is set equal to 1 A at a point in the upper left corner,-andl ais

the lower right corner and the poteffield calculated based on the resistivity of the field

at each time step. Figures 3.6 and 3.7 show how the potential difference between the
injector and the producer changes with time for the reservoirs shown in Figure 3.3 and 3.4
and Figure 3.8 showthe potential difference time history for the reservoir with no
fractures.
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Figure 3.6: Potential difference betwednjection and productiorwells for reservoir in
Figure 3.3.
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Figure 3.7: Potential difference betwednjection and production wells fareservoir in
Figure 3.4
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Figure 3.8:Potential difference betweeanjection and productiorwells for the reservoir
with no fractures.

The potential difference in the graph in Figure 3.7 drops faster than the difference in Figure
3.6 because of largerafttures enabling conductive fluid to flow faster through the
reservoir. Figure 3.8 shows a much slower decline in potential difference since the
reservoir has no fractures. The potential difference after 10 days of injection is 39 V for the
larger fracturd reservoir, 40 V for the smaller fractured reservoir and 44 V for the
reservoir with no fractures. The results also indicate that different fracture properties give
different potential difference histories between two wells, and could therefore be used to
indicate fracture characteristics.
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The results showeldow EOS1 module in TOUGH2 was used to solve both tracer flow and
electric potential for fracture networks. By using TOUGH2 and the same grid for both
simulations, nonrectangular elements could be os#dng the simulation faster and more
efficient. However, since the density and viscosity of the fluid is pressure dependent while
the electric conductivity does not depend on the electric potential, the EOS1 module might
not give accurate results everotigh the viscosity does not change drastically within the
pressure range used (see Figure 3.1). Therefore, an analytical solution was calculated for a
simple flow model, shown in Figure 3.9, to determine whether the EOS1 module in
TOUGH2 would give similaresults as when EOS9 is used with density and viscosity
defined constant.

Figure 3.9: A simple flow model with injection and production in opposite corners.

The homogeneous reservoir was modeled with permeabilftynt0(10®° m? and when
analytica solution was calculated as well as when EOS9 module of TOUGH2 was used
the reservoir was modeled with a constant liquid density of 1000°kayfich a constant
viscosity of 1.7 x 18 P& s .-flowlmundary conditions were used and 100 kg/s of water

was injected in the u&ger left corner and 100 kg/s produced in the lower right corner. Initial
pressure was set to “IPa. Table 3.3 shows the analytical solution of the pressure which is
thesame as when EOS9 was used and Table 3.4 shows the pressure calculated using EOS1
module of TOUGH2. The rows of the tables represent the rows of blocks shown in Figure
3.9.

Table 3.3: Pressure [Pa] from analytical solution as well as from using EOS9 enodul
1.0013 x 16 1.0004 x 16 1.0000 x 16

1.0004 x 16 1.0000 x 16 9.9958 x 18

1.0000 x 16 9.9958 x 16 9.9873 x 18

Table 3.4: Pressure [Pa] calculated using EOS1 module.

1.0015 x 16 1.0005 x 16 1.0000 x 16

1.0005 x 16 1.0000 x 16 9.9951 x 18

1.0000 x 16 9.9951 x 16 9.9852 x 18
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The results when EOS9 module is used are the same as the analytical solution but the
results calculated using EOS1 module are a little bit different since the water density and
viscosity is pressurdependent.

Next, the electric field was calculated for a similar 3x3 block matrix using EOS9 and the
results compared to the resistivity model previously used for electric field calculations
(described in the quarterly report Janultgrch 2011).

Figure 3.10: Homogneous electric model with the current set as 3 A in the upper left
corner and as3 A in the lower right corner.

The resistivity was set as Odl mand the initial electric potential was set as zero. The
electric parameters were scaled as showed in TablevBen EOS9 module was used to
solve the electric field. The analytical solution and the solution from the resistivity model
were the same as when EOS9 was used. Results are shown in Table 3.5.

Table 3.5: Electric potential calculated using the resigtivhodel and EOS9 module in
TOUGH2 as well as when using the analytical solution.

0.225V 0.075V oV
0.075V oV -0.075V
oV -0.075V -0.025V

The matrix shown in Figure 3.11 was studied as well to verify that the scaling used for
EOS9 would also waérfor an inhomogeneous case. The blue blocks have resistivity set as
0.005g mand the green block has the resistivity set as 0.02&b
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Figure 3.11: Inhomogeneous electric model with the current set as 3 A in the upper left
corner and as3 A in the loweright corner.

The results from using EOS9, see Table 3.6, were the same as the results from the
resistivity model and also the same as the analytical solution. Therefore, EOS9 module in
TOUGH2 can be used to calculate the electric field accurately bgimgfthe water
density and viscosity constant.

Table 3.6: Electric potential calculated using the resistivity model, EOS9 module in
TOUGH2 and the analytical solution.

0.0107 V 0.0032 V oV
0.0032 V oV -0.0032 V
oV -0.0032 V -0.0107 V

Currently, tle model used to calculate the electric potential distribution for the reservoirs
shown in Figures 3.3 and 3.4 is being modified so that the accurate electric potential
distribution can be calculated for the same reservoirs using EOS9 module in TOUGH2.

3.5 FUTURE WORK

Future work includes looking at more complicated and realistic fracture networks to study
further the relationship between fracture networks and the change in potential differences
as conductive tracer is injected into the resenkaiture work also includes implementing
selfpotential calculations into the model since the change inpsétintial affects the
measured potential difference and could facilitate fracture characterization. It is of interest
as well to study the use of maracers and different chemical tracer as well as to explore
the influence of injecting varying tracer concentration.

Other future goals are tase tracer concentration simulations and electrical potential
calculations fromTOUGH2 with inverse modeling at estimatethe dimensions and
topology of a fracte network The objective is to develop a method which barused to
find where fractures are locatadd the character of their distribution.
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In inverse modeling the results of actual obseows are sed to infer the vaks of the
parameters characterizing the system under investigation. In this study, the output
parametersvould bethe potential dference between wellsas a function of time and the
input parametergvould include the dimensions aratientations of the fractures between

the wells. The objective function measures difeerence between the model calculation
(the calculatedvoltage difference betweethe wells) and the observed data (measured
potential field between actual wells), alfustrated in Figure8.12 and a minimization
algorithm proposes new parameter sleég improve the matditeratively.

Conceptual model TOUGH2: Flow smmulation TOUGH2: Potential field calculation

Injection well

Potential [v]

Production
| well |
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Figure 3.12: The inverse problem; the calculated potential difference is compared to the
measured potential difference and the invepseblem solved to characterize fracture
patterns.

The possibility of using fewewells and different well arrangementsill be studied to
estimate theninimumnumber ofmeasurement locatiomecessary to solibe problem.
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4. FRACTURE APERTURE DETERMINAT ION USING THERMAL

AND TRACER DATA

This research project is being conducted by Research Associate Carla Kathryn Co and
Professor Roland Horné&he overall objective is todevelop a methodology to estimate

fracture dimensions. Our current focus is on utiizthermal breakthrough and tracer
return data to determine effective fracture apertures.

4.1 SUMMARY

This study aimed to determine the effective aperture of fractures in geothermal reservoir
rocks using tracer concentration and thermal breakthroughesrofA single fracture was

used to represent the connectivity between injection and production well pairs. An
analytical model derived by Gringarten and Sauty (1975) was used to estimate the fracture
aperture from thermal breakthrough time and meannecwal time. Estimated effective
fracture aperture values were recalculated and now vary from 2.1 cm to 42.6 cm.

Initially, a literature review was undertaken. Fields included in this studg:\Resert

Peak, Nevadand Wairakei. New ZealandFradure properties were determined from
acoustic imaging techniqgues. Feed zone locations identified through Pressure,
Temperature, and Spinner (PTS) data were then correlated to these properties. Results
showed that feed zone locations correspond to degitis higher apertures. Fracture
density, however, is not relevant to fluid entry zones.

Comparison of cooling rate predictions from three interwell connection models was done

this quarter using data from Palinpinon Geothermal Field (Maturgo et al.,.201@se

were: single fracture model; porous model with heat loss; and isotropic porous medium
model (Bodvarsson, 1972) using ICEBOX. Results for temperature drawdown versus time
showed that all three models predict values withia &0. This illustrated
using a single effective aperture to characterize prodopmtor well connections and

predict the thermal effect of different injection scenarios.

4.2 INTRODUCTION

Fracture aperture is an important parameter iothggmal reservoirs. Fracture aperture
influences transport and thermal behavior of the reservoir, both in EGS and in
conventional hydrothermal systems. An important application is the determination of the
degree of interwell connectivity. Of criticainportance is the prevention of thermal
breakthrough from injection wells to production wells. During the 1980s, several
unsuccessful attempts we made to estimate fracture apbytumatching tracer test data.

This was because the parameter estimatiablpm has multiple degrees of freedom,
which makes it difficult to separate fracture aperture from other unknown reservoir
parameters. To constrain the degrees of freedom, thermal response data could be used.
This was proposed in the 1980s, however attiime no data existed that provided both
tracer and thermal responses. Now that several EGS and fractured reservoirs have been
monitored to provide these data, the possibility now exists to estimate fracture aperture in
those fields. In this project,sangle fracture model was used to describe the connectivity
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of an injection and production well pair. Tracer and thermal data were used to estimate the
fracture width for this simplified model.

The objective of the initial work was to determine whethevould be feasible to derive
reasonable estimates for the fracture aperture using both thermal and tracer test results.
Calculated fracture width estimates were compared to those in the literature to check for
consistency. Afterwards, aperture valugere reevaluated to account for the actual
temperature ratio and to correct previous miscalculations. In addition, studies on fracture
characterization using acoustic imaging were reviewed to develop a better understanding
of feed zone related fractureSeveral attempts to simulate a single fracture between wells
were done but were not successful.

Focus this quarter has been on understanding the significance of the derived aperture
estimates to predicting reservoir behavior. Cooling predictions fhanfracture model

were compared to those from two versions of porous models. One is a porous model with
heat loss and the other is a traderived model calculated using ICEBOX software
(Axelsson, 1995). This was done for the Palinpinon Geothernhdidigga (Maturgo et al.,

2010).

4.3 METHODOLOGY

4.3.1 Analytical Model: Fracture Aperture

. l iheat l b

I L |

Figure 4.1Model schematic for th&ringarten and Sauty (1975) derivation

Gringarten and Sauty (1975) derived a solution that cansbd for unsteadgtate one
dimensional heat transfer through a fracture. The solution was similar to that for a porous
medium, derived by Lauwerier (1955). The solution assumes a thin, uniform reservoir
with an adiabatic boundary. Heat is transfetygatonduction from the rock layers and the
entering fluid. Since no mixing is assumed, the result is a stikarchannel flow.

Horne (1996) derived the resulting analytical solution for this model as Equation 4.1 where
tc is the tracer front arrivdime, ty, is the thermal breakthrough time, amds the fracture
aperture. On the left hand side of Equation 4.1 is the relative temperatuiBafatidiere,

T, is the original reservoir temperatul, is the reservoir temperaturexatandTi,; is the
injected fluid temperature. Thus, the fracture aperture can be determined using the thermal
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and tracer breakthrough data. Knowledge of the fracture aperture can then be used to
predict temperature drawdown in producing wells.

5 14
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These are the analytical expressions used to model a single fracture connection between an
injector and producer well pair. Equation 4.2 calculates the effective fracture aperture
from the thermal arrivaiime ty,; tracer front arrival time.; and relative temperature ratio

Tratio-

4.3.2 Available field data

Results from tracer tests in EGS and conventional fractured geothermal reservoirs have
been reported frequently in the literature. However, thebredkthrough data are not as
widely published. For EGS fields, thermal data were obtained usually froradong
circulation tests, as for example in HijioMatsunaga et al. (2002nd Matsunaga et al.
(200B). Historic silica geothermometer data weised from Palinpinon field which is a
conventional liquiddominated reservoir, Maturgo at al. (2010). Matsukawa is a
conventional vapedominated field, Fukuda at al. (2006). Table 4.1 provides a summary
of the field data used in this study. The therbralakthrough timéy, here corresponds to

the time it takes to reachTai, Of 0.5.

Table 4.1: Thermal and tracer breakthrough times from field data.

Field Injector | Producer | tc tin Source
days| days
Hijiori HDR-1 | HDR-2A | 1 | 175 | Matsunaga et al. (D2)

HDR-1 | HDR-3 | 4 | 266 | Matsunaga at al. (200"
Palinpinon | NJ2RD | NJ5D | 15 | 730'| Maturgo at al. (2010)
SG2RD| NJ3D | 28 | 365
Matsukawg M-6 M-8 1.5 | 146 | Fukuda at al. (2006)

! Assumed that injection in NJ2RD started in 1998 or 1 year before the start of drawdown in NJ5D based on
the Palinpinon injection and production history discussed by Bayon and Ogena (2005).
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4.3.3 Single Fracture Model: Cooling Rate Prediction
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The general equation for temperature versus time as derived by Gringarten and Sauty
(1975) is shown in Equation 4.3ere, X is the distance between the injection well and
producer well. Thus, once the apertureis determined, this equation describes the
cooling of producing feedzones due to injection with constant voluonette () and
temperatureT,,;). Note thatqspecified here is not the total injection rate. It is the rate of

effective injected volume that goes to a particular producer. This is ap@i@d by

getting the ratio of the area derived from tracer analysis to the maximum area based on the
total injection rate and the observed mean velocity from tracer data. Equations 4.5 to 4.7
illustrate these in more detail.

4.3.4 Porous Channel with Heat oss Model: Cooling Rate Prediction

Maturgo etal. (2010) used tracer analysis to determine the effective(akga,,) for two
injector and producer well pairs. These are NEBEPRD and NJ2RINJ5D. Using
parameters from the generajjuation and the effective cross sectional ar¢laermal
velocity without heat loss\{,) can be defined as shown in Equatié® From this
definition, Equation 4.3 can be rearranged to get Equation 4.9 which describes the cooling
effect of injection for a porous connection mod@ls explained in the previous sectian,

is the effective volumetric injection rate.
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4.4 PRELIMINARY CALC ULATIONS AND RESULTS

4.4.1 Fracture Aperture

As described in the previous section, fracture aperture can be estimated directly from the
thermal and tracer breakthrough time. Assumptions for the values of the other parameters
are listed in Table 4.2. These were th&ues assigned to these properties in the estimation

of fracture aperture. Actual temperature ratios for the injemmaducer pairs derived from

long term circulation test results are shown in Table 4.3. Estimated fracture aperture

values are given irhe same table.

To determine the relative temperature for6hand M8 in Matsukawa, a 6CQ injection
temperature was assumed. Estimates of effective fracture agestarg from 2.1 cm to

42.6 cm. Though the HDR and HDR2A well pair in Hijiori exhibited the shortest mean
tracer arrival time, it had the lowest calculated effective aperture value because of the long
thermal breakthrough time. This observation demonstrates the value of using both tracer
and thermal results to constrain the effectiverape. Using this analytical solution also
provides an alternative method to characterize the flow path between wells.

Results from finite element heat and mass transfer modeling (FEHM) of the Hijiori field
demonstrates fracture aperture values ofuald mm (Tenma et al., 2005). This is
significantly lower than the calculated aperture values. Further investigation of results
from aperture estimates from numerical modeling will be undertaken. However, effective
fracture aperture derived from acoustinaging logs show a range of values consistent
with those calculated. The next section will describe these studies in detail.

Table 4.2: Assumptions used in calculations.

Rock thermal conductivity | K, 2 W/m-C
Rock density I 2200 | kg/m®
Water density Jw 900 | kg/m’
Rock heat capacity C 0.712| kd/kgC
Water heat capacity Cw 4.342| kJ/kgC

Table 4.3: Relative temperature ratios and calculated fracture aperture from thermal and
tracer breakthrough times.

Calculated b
Field Injector | Producer | Trao cm
HDR-1 | HDR-2A | 0.46 2.1
Hijiori HDR-1 | HDR-3 0.14 6.9
NJ2RD | NJ5D 0.17 15.7
Palinpinon SG2RD| NJ3D 0.07 42.6
M atsukawa M-6 M-8 0.29 3.5

2 Assumed an injection temperature ok60
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4.4.2 Cooling Predictions

Comparison of cooling predictions was the most convenia@y of relating the various
producerinjector well connection models to each other. We wanted to investigate if they
would give similar temperature drawdown profiles. Assumptions used for cooling rate
calculations are shown in Table 4.4. Area values tsel@termine the effective injection

rate going to the producer are in Table 4.5. These values were used by Maturgo et al.
(2010) to predict the temperature drawdown due to injection at a constangtafeand

temperature T,,). Palinpinon data was chosen because it had detailed cooling rate

I
calculations available in literature. This also served as an additional verification of the
validity of our models and the results of our calculations.

Table 4.4: Paramers used for cooling rate predictions
Qtotal To Tini L

Field Injector | Producer mgé

C C m

NJ2RD | NJ5D 0.178 | 265| 160 | 1500
SG2RD| NJ3D 0.117 | 265| 160 | 1500

Palinpinon

Table 4.5: Effective injection rate calculation
Amax Atracer q

Field Injector | Producer 2 2 mg/
m m S

NJ2RD | NJ5D |217.5| 50.7 | 0.041
SG2RD| NJ3D |175.8]| 39.7 | 0.027

Palinpinon

Cooling rate or temperature drawdown predictions from three models were compared.
First was the single fracture model as desdtiln Equation 4.3. Next was the porous
model with heat loss using Equation 4.9. The third one was the isotropic porous medium
model derived by Bodvarsson (1972) calculated using the ICEBOX software (Axelsson,
1995 and Axelsson, 2005). As described he tprevious section, calculation of
temperature drawdown for the first two models was straightforward. On the other hand,
values for the third model were just lifted from the same paper where data for aperture
calculations were obtained (Maturgo et aD1Q).

Figure 4.2 shows the results for NJ2RD5D while Figure 4.3 illustrates the forecast for
NJ3D-SG2RD. Time in the-axis is measured from the start of injection. For NJ2RD
NJ5D, the fracture model gives a prediction very similar to the one USEBOX.
However, the porous model for this well pair presents a more pessimistic temperature
forecast. On the other hand, both the porous model and fracture model agree on a lower
stabilized temperature than the ICEBOX model prediction for NS@2RD asseen in

Figure 4.3. It is still unclear why the three models behaved differently for these two

scenari os. Still, it is good that all three
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that the effective single fracture aperture model is a viabé since it can be used to
predict injection effects. Further investigation using numerical modeling as well as data
from other geothermal fields will have to be made.
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Figure 4.2Comparison of cooling predictions for NJ2RII5D from different modelsi)
fracture model; (2) porous model with heat loss; (3) ICEBOX (Maturgo et

al.,2010).
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Figure 4.3Comparison of cooling predictions for NJ3RG2RD from different models: (1)
fracture model; (2) porous model with heat loss; (3) ICEBOX (Maturgo et.al,

2010).
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4.5 REVIEW OF RELATE D LITERATURE

4.5.1 Acoustic Imaging

Characterization of fluid flow in fractures is an important area of study in geothermal
reservoir engineering. Overall permeability in these reservoirs is-daniinated
(Massart, 2010). Relewnt fracture parameters to fluid flow are: orientation, aperture,
extension, and density. These parameters influence transport and thermal behavior of the
reservoir, both in enhanced geothermal systems (EGS) and in conventional hydrothermal
systems. Rec# advances in borehole imaging technology have made it possible to
measure fracture properties with greater accuracy.

For the Wairakei geothermal field, McLean and McNam#?811) used a high
temperature acoustic formation imaging tool (AFIT) to cdlfeacture data. Confidence,
azimuth, and amplitude filters were applied to the data prior to analysis. A borehole
televiewer (BHTV) similar to AFIT and UBI was also used in the Desert Peak EGS
project. In addition, formation microscanner (FMS) imaggs lavere utilized (Devatzes,
2009).

Published fracture data from various geothermal fields were collected and analyzed. Data
sets examined for this study are fracture aperture and density. These were then compared
to locations of feed zones to determiheir correlation with fluid flow properties.

Fracturedata from the various geothermal fiellsowconsistent correspondence between
fracture apertures and feed zone locations for most of the data doilt&irakei, facture
aperturedor the feed anes range from around 10 60 centimetersn wells WK-404,
WK-318, and WK407. A similar trend can be observed from the Desert Peak data. Data
for well 27-15 had aperture values from 3 to 10 cm at fluid entry zones. Figures 4.4 to 4.7
show the feed zawe locations, PTS data, and fracture apertures for various wells in
Wairakei and Desert Peak.

There are two possible explanations fois thbservation. Using a paraHlplate model,
fracture permeability is proportional b3, whereb is the fracture erture (Jourde, 2002).

Fluid entry, associated to fractures in geothermal reservoirs, occurs at depths with high
permeability. Therefore, feed zone locations will be at depths with high apertures.
Another rationale is the powdaw scaling between joinength and width described by
Scholz (2010). Scholargued that for opening mode in rocks, fracture toughness scales
I i near Lwandwscaes$ lingarly with., whereL is the length. Therefore, a larger
fracture width will correspond to a longer fracture which implies a farther reach for the
fluid source.

On the other hand, there appears to be no correlation between fracture density and feed
zone depths. Massartet al. (1999) analyzed new data sets from natural faults and
extension fractures and validated that it follows poelaer scaling in mulple-
observational scales. Results from their study show that the {@wescaling applies
across six ranges of scale within reasonable uncertainty limits. Zones with higher fracture
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aperture values will have smaller fracture density. Based on thisnsewith higher
apertures will have lower fracture density values. Hence, fluid entry points should have
lower fracture densities. However, this was not consistently observed in all the data. The
lack of inverse correspondence between fracture deasdyfeed zone location could be

due to the binning of data. Tool measurement uncertainties could also cause deviations.
Moreover, there is inherent error associated with the inverse scaling of fracture density and
aperture.
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Figure 4.4Fracture apertire (red) and temperatureexsus depth for well WK404 in the
Wairakei Geothermal Field, frofdcLeanand McNamara2011)
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Fracture aperture (cm) and Temperature (°C)
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Figure 4.5Fracture aperture (red), temperature, and spinner velocity (blue) versus depth
log for well WK317 in the Wairakei Geo#nmal Field (from McLean and
McNamara 2011)
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Figure 4.6Aperture (red) and spinner velocity (bluegrsus depth log for well WK407 in
the Wairakei Geothermal Fieldrom McLeanand McNamara2011)
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Figure 4.7Well Log data for well 2445 in the Desert Peak Geothermal Field, Nevada.
Yellow diamonds indicate feed zones derived from temperature anomalies and
spinner velocities (Devatzes, 2009)

4.6 FUTURE WORK

Further review of recently published data will be undertaken. Use of pressurentransie
analysis for fracture characterization will also be explored. To avoid instability problems
during numerical simulations in TOUGHZ2, Feflow will be used instead. This program is
does not have phase change modeling capability. However, it would sfdfidhis
particular modeling application because the fluid remains single phase. Moreover, the
program is more stable especially in handling tracer modeling. It is anticipated that
simulated results from the analytical model of the idealized fractureection can be
compared to an equivalent numerical model. Comparison of temperature will be done at
various locations and time steps. Additional configurations of fracture connectivity will be
simulated using the same software.
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