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1. FRACTURE CHARACTERIZATION USING PRODUCTION DATA

This research project is being conducted by RebkeAssistant Egill Juliusson, Senior
Research Engineer Kewen Li and Professor Rolanahéddrhe objective is to investigate
ways to characterize fractures in geothermal reseswusing production data.

1.1 SUMMARY

The Stanford University Geothermal Program hasrtake a project titled “Fracture
Characterization in Enhanced Geothermal System#&/é§bore and Reservoir Analysis”.
Part of this project involves fracture charactdr@a utilizing advanced mathematical
analysis to extract information from productionalat

The preceding quarterly report (March-June 2009)roduced a statistics-based
deconvolution method which was used to extract aoi@mation from production data.
This report discusses a different deconvolutionhm@twith a derivative-based smoothing
mechanism and some additional techniques that wmepiite robustness of the procedure.

Simulations of pressure, temperature and traceugir a discrete fracture network are
presented, for two main purposes. First, the sitimra provide better insight into the
behavior of fluids flowing in hot fractured rockasnd our work helps clarify the extent to
which current simulators can be used. Secondly,otitput (synthetic data) is useful to
further validate and test the deconvolution methautter investigation.

Future effort will be put into improving the disteefracture network simulations and
testing the deconvolution methods with differenpey of data, e.g. pressure and
temperature.

1.2 INTRODUCTION

Some of the key questions that a geothermal regsesugineer has to address have to do
with the predicted size of the resource, and vanatin productivity of wells. Further
plans for development are based upon this infoonat.g. the estimated size of the power
plant to be built, the project lifetime and the enof wells and make-up wells required.

The relationship between the wells and the resoigrbard to determine because generally
geothermal systems are highly heterogeneous waitture-dominated flow. Tracer tests
are commonly performed to gain an understandinghefwell-to-well interaction, and
various estimates can be made from the return suiiver example, the total reservoir
volume and the efficiency of heat recovery can &temated, which is very important for
reducing uncertainty in volumetric Monte Carlo misderhese are commonly used, for
example by the USGS for the National GeothermaloRe® Estimate (Williams et al.,
2008) and in the early stages of geothermal prajegelopment. At later stages, tracer
return curves can also be used, e.g. to predict ettieected decline in production
temperature with time, and the allowable increaseniergy production from underutilized
reservoirs, as shown by Axelsson et al. (2001).



Lovekin and Horne (1989) illustrated the usefulneksvell-to-well interaction data for
optimizing reinjection scheduling. The essencehefdpproach was to minimize the field-
wide risk of thermal breakthrough. This requiredemtimate of a connectivity parameter
guantifying the risk of breakthrough between eacjector-producer pair in the field.
Multiple parameters were suggested for quantifythg connectivity, many of which
would be obtained from tracer tests, e.qg. initiad peak return time;(andt,), peak return
concentration@,) and cumulative tracer returf),(see Figure 1.1. Given the connectivity
parameter, the scheduling problem could be setsup aonstrained quadratic program
which was solved to find the optimal injection grdduction rates.
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Figure 1.1: A tracer return curve and some relevargasures.

A drawback to the approach of Lovekin and Horne associated with the difficulty in
obtaining the connectivity data. These could beaioled by performing tracer tests for
each injection well. That is, however, a nontriviakk and requires either the use of
different types of tracer for each injection well,waiting a long time (years) between tests
on each individual injection well. Finding a waydetermine the origins of a tracer signal
based solely on the transients of the input angduius one of the goals of this work, thus
allowing the application of tracer tests on muéiplells simultaneously with only one type
of tracer. Situations where such data might belavia could arise where natural tracers
(e.g. chloride produced in brine) are being injdctenstantly as part of the circulation
process in the geothermal power cycle. Figure A2dn example of such data, collected
from the Palinpinon geothermal field in the Philipgs.
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Figure 1.2: History of injection and produced chbite concentration in well PN-29D, in
the Palinpinion field, Philippines.

Macario (1991), Sullera and Horne (2001) and Hoamel Szucs (2007) worked on
revealing relationships between injection and pobida in the Palinpinon data set, with
moderate success. Well-to-well correlation in tladiripinon data could have been hard to
find, because the flow conditions in the reservagre being changed constantly, thereby
altering the well-to-well flow units. Another codgration that was largely disregarded by
these previous studies is that there must be aghifebetween a signal generated at the
injector and the corresponding response in theymead The signal will also be subject to
some degree of dispersion.

The deconvolution approach discussed here takes sbrthese effects into account (i.e.
time lag and dispersion), without assuming muche eddout the outcome. Similar
approaches, using pressure data, have been didchgseevitan (2007) and Lee et al.
(2008, 2009). At the moment we do not have an adata set with sufficient temporal
resolution to validate the method. Therefore, sgtithdata were generated using the
TOUGHZ2 reservoir simulator. In these simulatiomactures were modeled as discrete thin
blocks, which allowed us to capture some of theauttaristics of tracer returns often seen
in the field.



Our approach still has some limitations, e.g. pgahs with the deconvolution approach
depend on the flow field being close to steadyestistoreover, the matrix-to-fracture heat
transfer and diffusion has not been captured wedlur flow simulations. However, with
some moderate improvements, this work does seelicalple to many cases, in particular
Enhanced Geothermal Systems (EGS) and other ldpmilinated systems.

1.3 RESERVOIR SIMULATIONS WITH DISCRETE FRACTURE NE TWORKS

This chapter discusses the process of setting ayp flimulations in discrete fracture
networks (DFNs). An example is presented that plewiinsight into the behavior of
pressure, temperature and tracer in fracturedvessrand helps understand the limitations
and capabilities of commonly available software.

1.3.1 Setting up a Discrete Fracture Network Reseoir Model for TOUGH?2

This section describes reservoir simulations thatewset up to simulate flow through
fractured medium. While much of this was discussedhe quarterly report for winter
20009 it is repeated here for completeness.

Discrete fractures in this work were simulated ks trectangular blocks with high
permeability and porosity. The porous (“non-fraetiimedium was broken into triangular
matrix blocks which conform to the previously geated fracture network. Some
numerical manipulation was required to generatéstadf reasonable transmissibilities
between elements, and the TOUGH2 simulator hadetslightly “tricked” to get the

desired result as shown by McClure (2009). The Etan involves a calculation of all
relevant thermodynamic properties and the mixingvafer and tracer (i.e. “two-waters”).
The theoretical grounds for the DFN approach takene were introduced by Karimi-Fard
et al. (2003).

The first step in setting up a discrete fracturevoek simulation was to generate a discrete
fracture network. A number of software packagesaaaalable for creating these in three
dimensions, e.g. FRACMAN from Golder & Associatesl & RACA from Beicip-Franlab.

In order to keep the exercise simple, a two-dinmrai network was created in MATLAB
with a code loosely based on the geomechanicalepsoof fracture formation. Further
discussion on the code can be found in JuliussdrHamne (2009a).

After the fracture network had been generated,italda computational grid was formed.
This was accomplished using the open source meslerger Triangle, written by
Shewchuk (1996). The program and all associatech@mds and files are well described
on theTriangle websitehttp://www.cs.cmu.edu/~quake/triangle.html.

Figure 1.3 shows a stochastic fracture network weitbonforming triangular grid. The
fractures were given a porosity value of 0.9 amtloanly assigned a widthy, of 1.0, 0.8
or 0.6 mm; the corresponding permeability was deiteed by

W
= (1.1).

The matrix blocks were set to porosity 0.12 andrzability 1.0 md (18° m?).
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Figure 1.3: An example of a synthetic fracture rekw(red) and a mesh (blue) that
conforms to the fractures. The fracture width igressentative of the permeability
assigned.

Each of the elements created by the mesh (i.etridmegles and fracture segments) was
assigned a transmissibility to enable the use@flesh with a general reservoir simulator.
This was accomplished using a specialized comprade developed and described by
Karimi-Fard et al. (2003). The transmissibility wat obtained are related to the flow
between two adjoining elementsndj, as

Q =Ti(p;- R) (1.2)
whereQ is the flow rateT is the transmissibility, anglis the pressure in the gridblock.

The TOUGH2 simulator is not equipped to handlednaigsibility terms as input data. To
account for that, the permeability of the gridblsakas set to 1 frin the ROCKS section.
Then, in the CONNE section listing the properti€éxlement connections, the distances
D1 and D2 were each set to 0.5 and the AREAX valuese set equal the previously
calculated transmissibility value$;. This way, TOUGH2 was reconfigured to perform
two-dimensional horizontal simulations. To be aoléake account of molecular diffusion
effects, which are based on the spatial gradiegt (Bffusion), the correct distances (D1
and D2) could have been supplied. In this caser#msmissibility values should also have
been modified by multiplication witD;=D;+D;.

1.3.2 Case Study: Injection of Variable Amounts of racer

Following is a description of a simulation casettheas created to illustrate the
performance of this set up. The simulation wasiedmut on a two-dimensional horizontal
grid with dimensions 1000x1000x200°nThe boundaries were modeled as closed (no-
flow). Three injectors were configured to injectteraeach at 10 kg/sec with enthalpy 500
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kJ/kg. Two production wells were modeled to deliggainst a bottomhole pressure of 30
configuration is shown in Figure 1.4.
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and two producers (PR0O1 and PRO02).
The initial conditions were set to 40 bar, 230°6d &racer mass fraction 10kgyace/kGiota

Figure 1.4: A two-dimensional DFN simulation scdpawith three injectors (INO1-03)
(the tracer mass was not zero because the simufatdrproblems with that initial
condition). Then the production was allowed to cwr for about 250 days, or until the
production pressure and temperature in the welts $tabilized. Figures 1.5 and 1.6
illustrate this steady state condition for pressamd temperature, respectively. The steady-
state temperature found in the production wells exgexrpredicted because cooling of the
fracture walls was not properly modeled.



1000

900

300

700

B00

500

Length ¥ [m]

400

300

200

100

200 400 B00

Length X [m)]

500
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Figure 1.6: Temperature distribution (steady stdte)the DFN simulation scenario.

A second simulation was run, starting with the dyestate conditions described earlier and
the same injection and production rates. In additm that, a small, random fraction of
tracer was added to the injection stream. The nedd&hcer injection and production are
shown in Figure 1.7.
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Figure 1.7: Tracer injection and production histofgr the DFN simulation scenario.
Tracer distribution at day 90 (black dashed lineshown in Figure 1.8.

The path taken by the tracer could be viewed, leygfeeding the simulator with a slug
input into only one of the wells at a time. Furtlespection of this process revealed that
INO1 only feeds into PRO1 and INO3 only feeds iR&02. However, INO2 feeds into both
PRO1 and PRO2, and it is also clear that it fed@82Pthrough at least two different flow
paths. The return curves were also lacking thefaetien commonly observed in tracer
return curves, the reason being that the simulatard not run when molecular diffusion
effects were included. An illustration of the traceass fraction in the reservoir at around
90 days is shown in Figure 1.8.
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Figure 1.8: Distribution of tracer concentration approximately 90 days (corresponds to
black dashed line in Figure 1.7).



1.4 CHARACTERIZING W ELL-TO-WELL CONNECTIONS

As discussed in the introduction, part of our obyecis to find a relationship between the
input to an injection well and the correspondingpanse in a production well. While

minimal assumptions should be made about the owcdhe deconvolution approach
assumes that the relationship is causal (time Yelaear and time invariant (flow is

steady state). Moreover, we use an inversion tecdenithat constrains the estimated
response to have some degree of smoothness anshbegative. The following sections
describe the mathematical formulation of the probdd two example applications.

1.4.1 Formulation of a multiwell deconvolution probdem

The method applied here is based on the assumgbidrwell-to-well connectivity can be
characterized by the convolution Equation (1.3)isTimplies that the productiol,(t), at
one well can be described as a linear functiondlated sum) of previous injection(t),

into another well. The weights,(t), depend on the time lag between injection and
production and form a curve referred to as the éderfhis curve is analogous to a tracer
return curve from a slug injection tracer test fivita multiplicative constant, depending
on the mass injected).

t
c,(t)= c (t- 1)k(t)dt (1.3)
0
Equation (1.3) can be set in discrete numericahfas:
c, =Hk (1.4)
whereH is ann by m matrix, n is the number of conditioning data points ands the
number of discretization points fér. The kernel ., is the unknown to be estimated.

The elements of théd matrix representing the injection will have thernfmilation
described by Equation (1.5), assuming a Riemannengal integration scheme with
discretization point¢ ; =D¢ /2+(j- )Dr, and j1 {L...,m}.

o(-t)Dr , t>f-2F

H, = ét (1.5)
0, t <=t - —
2

The convolution equation can be generalized to leatite case where there are multiple

(N;) injectors, i.e. where the response in the prodiscegescribed by:
N, t

cp(t) = c, (t- )k, (¢)dt (1.6).
k=1 o
In this case the discrete form becomes:
Nr
C, = H. 4, =Hk a.7)
k=1
where now
H=[H,H, H,] (1.8)
and



k=lk k, kT (1.9).

Various solution methods have been proposed toesdhe convolution equations
(deconvolution). We have experimented with a nundfethose, in particular a method
discussed by Kitanidis (2009) based on Bayesiatisttas. Our results for the Bayesian
approach are discussed in Juliusson and Horne K200®e method introduced here is
more in line with the work of Levitan (2007).

The deconvolution problem can be particularly avading because the matrix has
columns that are shifted versions of the previocoisimans. This generally means tHat
will be singular or very close to singular, so ltefied solution approaches are highly
susceptible to noise in the injection and/or praédmcdata. Such direct inversions often
lead to highly erratic estimates of the kernel fiorc To counterbalance this, we introduce
from physics and observations, the fact that traeturns will have some degree of
continuity (smoothness). This can be modeled bwwig the deconvolution problem as a
minimization problem, where the data misfit is miiied in balance with a penalty term
for the roughness in the kernel estimate. Hen@gphbjective function becomes

F(k)=3(c,- HK)'(c,- HK)+ LK'Rk (1.10)

data misfit roughness penalty

whereR denotes a roughness penalty matrix, the purposehafh is to introduce some
degree of smoothness into the solution, which camlitained through several different
formulations. The approach taken here is to forteuR so as to minimize the™
derivative of the kernel function. For example, sihoothness is to be enforced by
minimizing the first derivative, the roughness ggnterm can be formulated as:

%/(TR/( :%H (Kinp- Ki)? (1.11)
where is a scaling parameter that determines the emphasi smoothness in the
optimization. The first derivative approach corm@sgs to seeking the shortest line through
the data. Similarly one can minimize the curvatafeghe kernel estimate, by using the
second derivative, i.e.

%kT Rk=2

2

" - 2k o n)? (1.12)
In general this formulation is simply requiring theto be some correlation between
consecutive elements of the kernel estimateThe ¢ derivative based roughness penalty
term can be formulated as
m-d g 2
KRk=35"" "y ? ki (1.13)

2

The general formulation d® can be found from Equation (1.13) by differentigtitwice
with respect to, i.e.

R (1.14)

- i d ;o d
pk =S Cuh e

p-i
where
d —

' =0, if j<0 or j>d. (1.15)

For the multiple injector cas® will be an m*N;-by-m*N; block diagonal matrix, with
eachm-by-m matrix block described as in Equation (1.14). Shaling parameters, can

10



and should be tuned for each matrix block to obtgtimal results. In our experience it
has worked well to select the scaling parameteesrasitiple of the discretization interval
for each kernel estimate, e.g.

s =3sDt (1.16)
wheres and Dt are vectors of lengtN,. The scaling parametes, was tuned manually,
but that was quite easy since only the approxiroeder of magnitude had to be found. A
formulation of R corresponding to the second derivative was gegefalnd to give
sufficiently smooth solutions.

The optimization problem specified in Equation (). vas solved in MATLAB using the
interior-point algorithm implemented in the funcatiomincon , which is available in the
Optimization Tool Box. The solution was constraitede nonnegative and the initial and
final elements of each kernel estimate were setletju zero. The solution time was
reduced significantly by providing the gradient:

G(k)=-H"(c, - Hk) + Rk (1.17)
and the Hessian:

E(k)=H'H+R (1.18)
for the problem.

Despite all of the constraints, the solution mettwadild often fail when tested with kernel
estimates that were discretized over a time sbaliespanned a time greater than needed to
cover the nonzero part of the kernel. Thereforelitemhal effort was put into estimating
the final nonzero response time(see Figure 1.1), for each kernel. In other wotbs,
appropriate time scale for each estimate had fouoed.

It turned out that the appropriate time scale coh#&l found by solving a second
optimization problem. This time it involved findirtge vectort, which denotes the final

time for the discretization of each kernel. Thedtion being minimized is still the one
described by Equation (1.10), but we are searcfonghe discretization interval fok ,
that gives the smallest possilfleA contour plot of as a function of; andts, is shown in
Figure 1.9. The plot was created for a two injectase, with a random injection pattern,
and using the synthetic kernels shown in FigureO 1td create the corresponding
production data.

The shape of the contour plot (Figure 1.9) canrmetstood in the sense tlagets large

if t; is too small, since the kernel will not span adistale large enough to explain the data
misfit. On the other hand, i is too large, there will be fewer discretizatioairgs to
characterize the nonzero part of the kernel, wheelds to a poorer data fit. It could also be
argued that the roughness penalty term will geheliakrease (and therebly) since
variations in the estimate where the kernel shda@dzero must be attributable to noise.
Figure 1.9 also clearly illustrates that the ohbyectunction, in this context, is non-convex.
That is why direct search methods were neededlve flois second optimization problem.

11
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Figure 1.10: Synthetic kernels used to illustrdie tlependence of the objective function
(Figure 10) on the final time used in the inversioneach kernel.

A direct search strategy that was found quite ssgfaéin determining the time scale was
to first apply a Genetic Algorithm to find the apgimate location of the minimum, and
then follow up with a Pattern Search algorithm.Bof these searches were implemented
with functions from of the Optimization Tool Box MATLAB.
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1.4.2 Deconvolution using DEN Simulation Data

The first application example that will be discubse the deconvolution of the synthetic
data generated from the DFN simulation discusseSeiction 2.2. Some Gaussian noise
was added to the first 90 days of the data and thahpart was used to estimate the
kernels.

The kernel estimates are shown in Figures 1.111ah?l As can be seen, injectors INO1
and INO2 have a well-characterized connection tmlpcer PRO1, while INO3 contributes
very little to the signal in PRO1. Note that thendi scale estimate for INO3 is quite
arbitrary since the kernel values are all closeexm and therefore have little effect on the
objective function. Similar observations can be endor the kernels relating to PR02,
where INO3 is well connected and INO1 has very tighiconnection. A range of other
conclusions can be drawn from the shape of therreturves, about the fraction of tracer
produced in each well, the travel time, level cfpdirsivity in the reservoir etc.

014 F T T T T T T
——— INO1 to PR
——— INO2 to PR
0A2r ——— INO3 to PROT ]
01k -
-
‘g 0.08 g
W
= 1]
T 006} -
5
=
no4 b -
0.02 -
0 5 10 15 0 25 n

Tirne [days]
Figure 1.11: Kernel estimates for connections toducer PRO1.
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Figure 1.12: Kernel estimates for connections toducer PR02. Note that the time scale
is different from that in Figure 1.11.
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Figure 1.13: The data for the first 90 days wasduse estimate the kernels and the
response for the next 90 days was quite successgi@tiicted, as shown here.

The kernel estimates were used to predict thedutsponse in the production wells, using

Equation (1.4). The resulting predictions were guitcurate, as illustrated in Figure 1.13.

This serves as a type of validation for our results

1.4.3 Deconvolution using Data from an Analytical uation

As a second example, synthetic production data wgemerated for a case with five
injectors and one producer. The data were genergid) an analytical solution of the
one-dimensional advection-dispersion equation,iipalty the finite impulse response on
an infinite domain, i.e.

c,(t) = \/% exp - % (2.19)
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wherec, is the produced concentration [kg/mi], is the fraction of tracer retrieved in the
producerM is the injected mass [kdD is the dispersivity coefficient [m2/s},is the flow
distance between the wells [m], ands the mean flow velocity [m/s]. The relationship
between mass and concentration can be written as:

M =c, (t)udt (1.20)
wherec; is the concentration of injected fluid addis the duration of the injection pulse.
This can be substituted into (1.19) to obtain aingmgresponse by convolution:

tz _ . 2
fc (t [)uexp- (x- ut) d

c.(t)= 1.21).
() o A4pDt 4Dt (.21)
So in this case the kernel has the formulation:
fu (x- ut)?
k() = exp - 1.22).
V= Tao P (122

Note that the kernel depends only on the charatiesiof the well-to-well connection, and
not the mass or concentration of tracer injectdee Kernel is however dependent on the
amount of injected fluid, through the average fiaslocity, u. This means that meaningful
kernel estimates require that the fluid injectionl @roduction rates stay constant (or close
to constant), but the amount of injected tracerarashshould vary.

Taking this analytical approach has several adgastefor validating our method, for
example we can (easily) generate a large varietiteohels, and the true shape of the
kernels will be knowra priori.

The deconvolution method was subject to a slighlyder test this time as the number of
injectors was increased to five. Each of the fijjedtors had an arbitrary connection to the
producer as illustrated in Figure 1.14.

Producer O
Injectar 1
Injector 2
Injector 3
Injectar 4
Injector 5

00000P

Length ¥

Length

Figure 1.14: Set up with one producer and five dtges. The connecting path to the
producer is unknown.
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Figure 1.15 shows the kernels associated with eagdctor-producer connection.
Importantly, these illustrate a fair amount of etyiin dispersivity, retrieval fraction, flow

velocity and distance.
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Figure 1.15: Five synthetic kernels used in thigragle
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Each kernel in our estimate was discretized intoelE®nents. This means that the total
number of parameters being estimated was 250. fiddption data generated in this case
contained 400 measurements. Therefore, it wasiugrgrtant to have as little redundancy
as possible in the convolution equations, i.e. dhgput signal had to contain as much
information as possible about the response of thdyzer to changes at each injector. To
accomplish this, an approach, similar to that preesske by Lee et al. (2008, 2009), was
taken, which involved creating a series of Haarel@ivbased injection signals. This way a
wide combination of injection signals was tested afl injectors received the same total
amount of tracer, but in varying concentration ovarying time spans. Figure 1.16

illustrates the tracer injection pattern used, redcorresponding output signal.
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Figure 1.16: Controlled injection and correspondimgoduction for a case with five
injectors and one producer.

The deconvolution method described in Section 1wh$ used to solve this five injector
case. As Figure 1.17 shows, a solution was fouiadl teproduced the data very well.
Moreover, all of the kernels (which were known fmst case) were reproduced quite
accurately. This is illustrated in Figure 1.18. &ldhat the inversion worked well even
though the time scale (time beyond which the keessskntially goes to zero) was a bit off
in a few cases, e.g. for kernels 3 and 5.
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Figure 1.17: Data reproduction after solving thediinjector case.
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Figure 1.18: Estimated kernels compared to acteahkls used.
Admittedly, the inversion was less robust when sashehe kernels were extremely

dissimilar, especially for kernels that were higlligpersive or if the fraction of tracer
retrieved was very small, since the contributiorthefse to the signal would be negligible
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or lost in noise. On the other hand, the high uagaly associated with those kernel
estimates could possibly be quantified and linkelbiv connectivity between wells.

1.4 DISCUSSION

An important observation should be pointed out reigg the limitations of tracer tests.
The DFN simulation presented in Sections 1.3.2-aAd® (and this was verified by further
simulation) showed that well INO1 sent tracer otdywell PRO1 and none to PRO2.
Similarly, tracer from INO3 was only produced in R The kernel estimates also revealed
this information. Note, however, that th@cer returns do not say anything about which
wells are not connected~or example, it is clear from the DFN model thiagre is a
fracture connection between INO3 and PRO1, but ihatot seen in the tracer returns
because of the specific operating conditions inroadel.

It should also be reiterated here, that the reéis®leconvolution method works so well in
here is that the model conditions set up in thsecavolved steady state pressure and
temperature. The only thing that was varied wasetraconcentration, which at these
conditions gives a linear response. These conditiane somewhat idealized, but
conditions that are very close will surely occuspecially in EGS and other liquid
dominated systems.

A real data set that would help illustrate the ubefss of this approach has not been
found, and it seems unlikely that a data set wiiffident temporal resolution exists.
Therefore, the take-home message is that colleathgmical samples more regularly
(daily) may be worth the effort. Moreover, a wetintrolled injection schedule will make
the method more likely to succeed.

1.5 FUTURE WORK

The discrete fracture network models introducec lobearly need some refining. One of
our near future goals is to implement diffusionisTwill hopefully yield more realistic
tracer return curves. Simulations of heat trans&ween the fracture and adjoining matrix
blocks also need to be improved. Finally some ngstif three-dimensional models could
be carried out.

This deconvolution method should be extendable ttterodata types, e.g. pressure,
temperature and enthalpy, and those will be consitlimm future research. The information
conveyed by the kernels should also be useful haracterizing the fracture network that
created them. Given a compatible data set, wealgt put effort into proving the validity
of these deconvolution methods.

1.6 CONCLUSIONS

Research during summer quarter of 2009 has foomsedultiwell deconvolution of tracer
production data and simulations of tracer test$isorete fracture network models.
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A two-dimensional reservoir model with a discratacfure network was built and used for
numerical simulations with the TOUGH2 code. A casealy of tracer injection, with three
injectors and two producers, was presented. Oneortaupt lesson learned from the
simulations was that tracer returns can give infirom about which wells are connected,
but they can not be used to make conclusive renaby&st which wells araot connected
through a fracture network. Otherwise, some of B#eN simulation capabilities and
limitations were discussed. For example, heat avldtes transfer effects between the
fracture and the matrix need to be captured mdeetefely.

A formulation of the deconvolution problem for tescreturns was presented. The
formulation included the multiple-injector — singdeoducer case. The method was then
used to solve two examples, based on synthetiertrdata. The results indicate that this
deconvolution method can successfully reveal theetyging transfer functions (kernels)
for tracer transport between wells. The kernelsar@ogous to tracer return curves and
can therefore be used to make any predictions rfrade conventional (slug injection)
tracer tests. The kernels can also be used togbrib@i response to future variations in the
injection of solute. It is important, however, thtae flow field remains at steady state
(roughly) throughout the data collection and prédicperiod.

Future work will be divided into improvements ofeticurrent DFN simulation methods
and experimentation with deconvolution using défertypes of data.
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2. FRACTURE CHARACTERIZATION OF ENHANCED
GEOTHERMAL SYSTEMS USING NANOPARTICLES

This research project is being conducted by RekeAssociate Mohammed Alaskar,
Senior Research Engineer Kewen Li and ProfessoarfdloHorne. The objective of this
study is to investigate the possibility of usinghotechnology to characterize the fracture
system (direction, shape and size of fracture§nhanced Geothermal Systems (EGS).

2.1 SUMMARY

A trial nanoparticle injection into Greywacke satote was completed. Silicon Oxide
(SiOy) nanoparticles were flowed through a Greywackelstme core from The Geysers.
Distortion of nanoparticle shape was observed irerse effluent samples. The particles
have either a cut in a single side or an unusupéam@nce. Due to the ambiguity in the
results, the experiment will be repeated for vabiity purposes. An attempt to transport
silver nanowires through Berea sandstone pore mktwas carried out. The silver

nanowires did not make their way through the cdiee nanowires were found to be
trapped at the inlet. Scanning Electron Microsc{fM) imaging was used to reach this
finding.

Prior to the nanoparticle and/or nanowire injectexperiments, the Greywacke and Berea
sandstone cores were fully characterized. The gddiquid permeabilities, porosity and
pore size distribution of the core samples weresuesl.

This report describes nanoparticle and nanowirerad@rization methods, details of
permeability and pore size distribution measuresesutd results of the nanoparticle and
nanowire injection experiments into Greywacke anere@ sandstone core samples,
respectively.

2.2 INTRODUCTION

Last quarter (April-June 2009), a trial nanopaetichjection into a rock core was
completed successfully. Silicon Oxide (SJManoparticles were flowed through a Berea
sandstone core. The injected nanoparticles wenspgmated through the pore space of the
rock and were detected in the effluent. In thisrtgrapreliminary testing of different core
samples and nanofluids was continued. For instatheejnjection of SiQ nanoparticles
into a Greywacke core was conducted. Greywackessamne is a very low permeability
rock typical of geothermal reservoirs and therefoniéal experimentation with it was
indicative. An attempt to injection silver nanovarato a Berea sandstone core was also
carried out. Analytical details of both experimet® included in Section 2.7 of this
report. Standard measurements on the core sampée wiso performed. These
measurements included the gas and liquid permaalpbrosity and pore size distribution
measurements.

2.3 SELECTION OF NANOPARTICLES AND NANOW IRES

Nanoparticles and/or nanowires used in this stadg, ultimately in the reservoir, need to
be safe to handle and environmentally friendly (Kein al., 2008). Monodisperse silica
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nanoparticles (silicon oxide, Sipand silver nanowires (AgNW) satisfy all essential
requirements and therefore were selected for irgiiperimentation. The Sigdanoparticle
preparation was accomplished by the hydrolysis ebfaethyl orthosilicate (TEOS) in
agueous ethanol solutions containing ammonia (Bogual., 1988).The Sihanopatrticle
preparation details are found in first quarterlgae (January-March 2009). Nanoparticles
injected were in the size range of 70 to 450 nndligtribution of sizes was accomplished
by mixing 1, 0.3 and 0.2 ml of 70, 200 and 450 ranapatrticles, respectively.

Silver nanowires were readily available from thenblaCharacterization Laboratory of
Stanford University. The silver nanowires injecteatl diameters in the range of 50-100
nanometers, and lengths in the range between 5idé@meters. The conditions for the
preparation of the uniform silver nanowires follofer the most part, the study by Sun et
al. (2002). The formation of silver nanowires ic@uplished by reducing silver nitrate
(AgNO3) with ethylene glycol (EG) in the presence of ailMAg) seeds. Polyvinyl
pyrrolidone (PVP) is then added to direct the giowft silver into uniform nanowires. The
longitudinal and lateral dimensions of the silvanawires are controlled by changing the
reaction conditions. Sun et al. (2002) reported thareasing the reaction temperature
resulted in the formation of shorter nanowires. sTeynthetic method could provide
uniform nanowires with high yield under environmedht friendly conditions and
relatively low temperatures

2.4 NANOPARTICLE AND NANOWIRE CHARACTERIZATION METH ODS

In general, the quantity of the nanotracer prodwatettie sampling point (core exit) should
be sufficient to be recognizable and at concemtnatabove the lower detection limit of the
devices used to analyze the effluent by at leagbfaof three. Therefore, characterization
of the rock as well as the nanofluid prior to affigtrainjection was carried out by various
techniques, as applicable. Dynamic Light Scatteri@ S) and Ultraviolet-visible
Spectrophotometry (UV-visible Spectrophotometryyevased to detect the nanoparticles
and nanowires, respectively. Scanning Electron ®icopy (SEM) and Optical
Microscopy were also utilized to confirm the fingsm

2.4.1 Dynamic Light Scattering (DLS)

DLS is a technique used to measure sizes of pestmlispended in liquid. The technique
basically measures the random motion of suspendadicles resulting from the
bombardment of surrounding solvent molecules. Th@aasement is known as Brownian
motion. When particles are illuminated with a lasdwe scattered light intensity varies
depending on the size of the particles and henceir tlBrownian motion
(www.malvern.com n.d.). These changes in light intensity are eelato particles size
using the Stockes-Einstein relationship given by:

d(H)=—T (2.1)

where: d(H) is hydrodynamic diameterD is translational diffusion coefficients is
Boltzmann’s constantl is absolute temperature andis viscosity.
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DLS was utilized to determine the particle size dradribution qualitatively in the injected
nanofluid and the effluent samples. The measuresngate performed using the Zetasizer
Nano ZS manufactured by Malvern instruments. Tlegick can detect particles as small
as 0.6 nanometers.

2.4.2 Ultraviolet-visible Spectrophotometry (UV-vishle Spectrophotometry)

UV-visible spectrophotometry involves the spectopsc of photons in the UV-visible
region which means that it deals with light in theible, near-ultraviolet and near-infrared
ranges. The spectrophotometer is the instrumertd teseneasure the light intensity as a
function of the wavelength of the light. The Beemhbert law is used to determine the
concentrations of absorbing species in solutionntjtsively. This law states that the
absorbance of a solution is directly proportiomathe path length through the sample and
the concentration of absorbing species in solufldv@ Beer-Lambert law is given by:

A=-log,(l/1,)=eL (2.2)

where A is the measured absorbande,is the intensity of light passing through the
sample, |, is the intensity of light before it passes throulgh sampleL is path length

through the sample, and is the concentration of absorbing species.is the molar
absorptivity constant which is specific for eache@ps and wavelength at particular
temperature and pressure and which has unigstbt M * cm.

Therefore, by knowing the path length of the sangbteng with the absorptivity constant

and measuring the absorbance of the substanceslutios, the concentration of the

substance can be calculated easily. The Beer-Ldanderimplies that there is an equal

effect of the changes in concentration and patgtleror example, dilution of the sample
by factor of 12 would have the same effect on dimuce as reducing the path length of
the sample (cuvette) from 12 to 1 millimeter.

This technique was used to characterize the injesiteer nanowires only. The UV-visible

absorbance spectra were taken at room temperatsireg ta Shimadzu UV-1700

spectrophotometer using a 12 mm square polystycanette. All samples were sonicated
prior to analysis. Some had been diluted 2x witlomieed water before taking spectra
while others were analyzed without dilution.

The morphological evolution involved in the growdtocess of the silver nanowires was
explored extensively by Sun et al. (2002). Figutke shows the typical absorbance spectra
of the silver nanowires at different reaction timé&hkis could be considered as the optical
signature of relatively long nanowires. The incesasintensity of the two surface plasmon
resonance (SPR) peaks at 350 and 380 nm (from &uiwen) is indicative of the further
elongation of the silver nanowires and increasthénnumber of nanowires formed as the
reaction completed at 60 minutes. The concentraifaime nanowires in the sample is in
direct relation to the absorbance level at thoskkgeFor instance, the absorbance levels at
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350 and 380 nm peaks had increased roughly twaislidhe reaction continued (curkéo
m of Figure 2.1).
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Figure 2.1: UV-visible absorbance spectra of thaateon mixture at different reaction
times (adopted from Sun et al., 2002)

2.4.3 Optical Microscopy

Optical Microscopy was used in this study mainly fine identification of silver
nanowires. A Nikon Eclipse E600 POL optical micrmse equipped with Polaroid digital
camera (Figure 2.2) was utilized to capture oplicelges. The sample requires no special
preparation except for placing a drop of the soluton a glass cell, however, sample
observation under the microscope can be time-comgurAlthough optical microscopy is
convenient and simple, measurements of nanowiee(ngth and diameter) obtained are
not very accurate and therefore Scanning Electracrddcopy (SEM) or Transmission
electron microscopy (TEM) are recommended for simasurements. This is has to do
with the polarizing microscopy technology itselfhéh polarized light (created by passing
light through a polarizing filter) interacts withraaterial, the incident light could provide
information about its structure. This is based ba fact that most solid materials have
optical properties that change with polarized ligiflection direction. Thus, as materials
rotate, we may observe, for example, brightnessotwr change under polarized light.
Such changes could then be related to certain rakstérww.nikoninstruments.coym.d.).
Nevertheless, optical imaging can serve the purpafsedentification (existence) of
nanowires in the sample under investigation.
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Figure 2.2: Polarized light microscopy from Nikaadppted fronwww.microscopyu.com

2.4.4 Scanning Electron Microscopy (SEM)

Microscopy-based techniques for particle size attargation provide a powerful tool for
characterization of particle size, size distribntend morphology. A major advantage of
the microscopy-based technique is the ability entdy the particle shape (Jillavenkatesa
et al., 2001). This is particularly important irethanofluid injection experiments because
it enables us to distinguish the recovered nanmbestfrom preexisting objects such as
rock fines and debris.

The measurements were performed using a PhilipsXEBO Sirion SEM instrument with
Field Emission Gun source at the Stanford Nano &ftarization Laboratory. As
mentioned earlier, SEM imaging is useful to confithe DLS and UV-visible
Spectrophotometer measurements which are simpldr cieaper but which do not
distinguish between the particles other than bg.di#oreover, SEM was used to study the
nanoparticle placement inside the rock matrix aon they arrange themselves in the pore
spaces. In this regard, three different slicehefdore at inlet, outlet and middle were cut
and prepared for SEM analysis (Figure 2.3). Elatbon on the results is included in
Section 2.7 of this report.
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Figure 2.3: Rock sections of Greywacke sample kv &nalyses

2.5 CORE CHARACTERIZATION EXPERIMENTS

This section provides the details of the first mp¢ to inject silicon oxide (Si§)
nanoparticles and silver nanowires (AgNW) into Gvagke and Berea sandstone core
samples, respectively. Prior to nanofluid injectistandard experiments to characterize the
rock cores were performed including the pore sigstridution and permeability
measurements. Specification and calibration okgliipment and hardware used in these
experiments can be found in the first quarterlyorepJanuary-March 2009). These include
pressure differential and mass flow rate transdyagater and vacuum pumps and weight
balance.

2.5.1 Greywacke Core Characterization

The core sample tested was a Greywacke sandstoB& aentimeters diameter and 5.6
centimeters length. The pore size distribution hd tore sample was measured by the
mercury (Hg) intrusion method. The intrusion of rmey was performed using the
AutoPore [V 9500 Mercury Porosimeter manufactureg Micromeritics. The
measurement procedure and methodology can be fowitidl,greater detail, in the last
quarterly report (April-June 2009). Measurementsdeated on the Greywacke sandstone
showed the core to have a porosity of about 6%pamnd sizes as large as 150 nanometers
(Figure 2.4).

The gas and liquid permeabilities were determifdee Klinkenberg (gas slippage) effect
was considered to evaluate the equivalent liquidmeability. Then, the liquid
permeability for the same core sample was carrigd Porosity and permeability results
are summarized in Table 2.1.
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Figure 2.4: Pore size distribution of Greywackekdmm The Geysers

Table 2.1: Greywacke porosity and permeability nneaments summary

Property Measurement method Value
Porosimeter-mercury intrusion 6
Porosity (%)
Saturation with deionized water 4
Gas permeability 0.84
Permeability (ud) Equivalent liquid permeability 0.7
Liquid permeability 0.152

Figure 2.5 is a schematic of the apparatus usédemmeasurement of gas permeability.
The gas flowed in this experiment was Nitrogen)(N'he inlet and outlet pressures were
measured using standard pressure gauges. Thedtevatrthe outlet was measured using a
stop-watch and graduated cylinder (the standarchadebf measuring the flow rate).
Calibration curves were included in the first gedst report (January-March 2009).
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Figure 2.5: Schematic of the apparatus for meagugas permeability.

The core was first dried in a furnace at X@nder vacuum for 24 hours. After weighing
the core sample, it was placed inside the corednaldider a confining pressure of 1000
psig. The gas permeability measurement was themedtdy introducing Nitrogen at
different flow rates and inlet pressures. The ayergas permeability was found to be
around 0.84 microdarcy by applying Darcy’'s law tmmpressible fluids which is given
by:

_ 2Py G
= out ou (23)
’ A( pfw - pgut)

where m is the viscosity in centipoisesyo is outlet volumetric flow rate in cubic
centimeter per second,is the core cross-sectional area in square cetdrmeis the core
length in centimeter andp,, and p,, are inlet and outlet absolute pressures in

atmospheres, respectively.

The gas permeability as a function of the reciprofanean pressure is depicted in Figure
2.6. According to the Klinkenberg effect, extrapivlg the straight line to infinite mean

pressure (or zero reciprocal of mean pressurejsités the permeability axis at a point
designated as the equivalent liquid permeabilityng& et al., 1960). In Figure 2.6, the

average equivalent liquid permeability is approxiena0.7 microdarcy.
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Figure 2.6: Greywacke core gas permeability verthasreciprocal of mean pressure

The liquid permeability was measured on the same sample directly. A schematic of
the apparatus used in the measurement of liquithegedility is shown in Figure 2.7.
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Figure 2.7: Schematic of apparatus for liquid peabidity measurement

The core sample was first saturated with water id@tshe core-holder. The core and
related system were evacuated using a Welch Vadaump for 4 hours at a vacuum
pressure of about 30 millitorr to remove moistubastilled water was introduced to
completely submerge the sample. The core was thiérsibmerged overnight and the
remaining vacuum released to aid the process afragain. After that the core was
removed and wiped dry to remove excessive watethersurface. Finally, the core was
weighed and hence its porosity was calculated. ¢idre turned out to have a porosity of
around 4 % and a pore volume of 2.19 cubic cenémsefThe porosity calculation is as
follows:
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Vv
f=—P*100 (2.4)
B

V, =W, - W, (2.5)
Vs =l (2.6)
where f is the porosity in percentag¥, and V; are pore and bulk volumes in cubic

centimeter, respectivelyV,and W, are the weight of core after and before saturation

gram, respectively.r and | are the radius and length of the core in centimete
respectively.

The weight measurements of the sample are providedable 2.2. Based on these
measurements, the density of the Greywacke corefoumsl to be 2800 kg/inThis is in
good agreement with a reported value of 2700 Rgfnihe literature (Tayler et al., 1982,
Mossop and Segall, 1997). Again, the upstream amchstream pressures in the core as
well as the confining pressure were measured bysdnee standard pressure gauges used
previously in the gas permeability measurement exyat. In addition, a water pump was
used to inject distilled water and the flow rateasiwed using a stop-watch and a Mettler
balance (Model PE 300). The pump calibration cwrae be found in the first quarterly
report (January-March 2009).

Table 2.2: Greywacke weight and density measuresrsemhmary

Property Value
Dry sample weight (gram) 60.2

Density-calculated (Kg/M 2800
Error in density (%) 37

The average liquid permeability was found to bauab0.152 microdarcy. Darcy’s law for
horizontal flow was utilized to compute the permégb Darcy’s law for horizontal flow
is given by:
nL
Ky =7 (2.7)
ADp
whereq is the volumetric flow rate in milliliter per seed, U is the viscosity in centipoise,
L andA are the length and the cross-sectional area otdhe in centimeter and square
centimeter, respectivelyDp is the differential pressure across the core sampl

atmospheres.
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2.5.2 Berea Sandstone Core Characterization

The core sample was a Berea sandstone 3.8 centimetdiameter and 5.8 centimeters in
length. Generally, the pore size distribution, [gitlsoand permeability measurements were
conducted in the same fashion as explained in @eeéts.1. Measurements performed on
the Berea sandstone showed the core to have pe®as large as 20 micrometers (Figure
2.8). Recall that the silver nanowires intendedifgection measured 10 micrometers (at
most) in its longitudinal axis. Thus, theoreticallgost of the nanowires should be able to
turn around inside the largest pores. Porosity @emneability results are summarized in

Table 2.3.
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Figure 2.8: Pore size distribution of Berea sandstcore

Table 2.3: Berea sandstone porosity and permegbiiéasurements

Property Measurement method Value
Porosimeter-mercury intrusion 19
Porosity (%)
Saturation with deionized water 18.2
Gas permeability 131
Permeability (ud) Equivalent liquid permeability 85
Liquid permeability 94
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The apparatus used in the measurement of gasqnd permeabilities was similar to the
one used for the Greywacke core (Figure 2.5/2.¢gpgixthat the inlet and outlet pressures
were measured using pressure transducers of diffdraphragm ratings. The average gas
and liquid permeabilities were found to be arouBd &and 94 millidarcy, respectively.

The gas permeability as a function of the recipretanean pressure is shown in Figure
2.9. with average equivalent liquid permeabilityapiproximately 85 millidarcy.

145 -

y = 65.65x + 84.903
140 - R? = 0.9708

135

130

Gas permeability (mD)

125

120 T T T T T 1
0.60 0.65 0.70 0.75 0.80 0.85 0.90

Reciprocal mean pressure (atm”-1)
Figure 2.9: Berea sandstone gas permeability vetsageciprocal of mean pressure

Based on the resaturation of the sample, the cadeahporosity of 18.2 % and a pore
volume of about 12 cubic centimeters. These measnts were confirmed by calculation

of the density of the Berea sandstone core. Thsityanas computed and found to be 2.61
gram per cubic centimeters. Table 2.4 is a summftiye results.

Table 2.4: Berea sandstone weight and density nmeamnts

Property Value
Dry sample weight (gram) 141
Density (g/cr) 2.63
Density-calculated (g/cih 2.61
Error in density (%) 5.2

Following the resaturation, the liquid permeabiliisgs measured by injecting distilled
water using a water pump. Several flow rates weseduto calculate the liquid
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permeability, ranging from 1.5 to 15 milliliter perinute at different differential pressures.
As mentioned earlier, the average liquid permegbiWwas found to be around 94

millidarcy. Various estimated permeability value® glotted against the flow rate in

Figure 2.10. A slight reduction was observed inghaneability measurements as the flow
rate increased.
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Figure 2.10: Berea sandstone liquid permeabilityasweed at different flow rates.

2.6 NANOFLUID INJECTION EXPERIMENTS

During this quarter, two main experiments were cmteld with two distinct and specific

objectives. They serve as preliminary testing of thjection of various nanofluids

(nanoparticles and nanowires) into different caredistinctive characteristics (Greywacke
and Berea sandstones). The injection process anglisg strategies in both experiments
were similar, however, they differ in some aspextish as total Pore Volume Injected
(PV1), flow rates and sampling frequency. The falilog sections provide, in reasonable
detail, the specifics of each experiment.

2.6.1 Silicon Oxide (Si®) Nanoparticle Injection Experiment into GreywackeCore

To explore the possibility of using the nanopaeticlto characterize the fractures, an
experimental investigation was initiated to assessitable particle size and to verify their
transport through a very tight formation rock sumh Greywacke from The Geysers
geothermal field. A schematic of the apparatuies in Figure 2.11. Nanofluid solution
was contained in a pressure vessel downstream eofwtiter pump. Due to the high
differential pressure required to displace thedfluhe vessel containing the nanofluid was
pressurized using the water pump (not Nitrogen.giis¢ configuration also allows for
injection of particle-free water, without interrupg the flow.

This experiment did not consider the temperatufecef so it was conducted at room
temperature. The nanofluid contained silicon oxi(&0O,) particles of wide size
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distribution between 70 and 450 nanometers. Itfignt@rest to inject the nanoparticles
with a variation of size and determine which sizesie out in the effluent.

1
DI Water Water Pump 2 3
Tank >
‘ Pressure Gauge
vent Differential

P« 3-way valve pressure

Nano-particles

Solution vessel
=

Sampling point 4 > Vent
Balance 5
. Core-holder
Valve #1: Direct flow or release system press.
Valve#2: Switch bet. nano or DI water injection Vent
Valve#3: Isolate and relief vessel pressure
Valve#4: Stop flow from vessel

Valve#5: Direct flow to core or vent

Any valve points can be used to vent or flush
tubes prior to it.

Figure 2.11: Experimental apparatus for nanofluigeiction into Greywacke core from
The Geysers.

Prior to the injection of the nanofluid, the corasapreflushed with pure water to displace
as much rock fines and debris as possible (7 potemes [PVs] in this case). The
nanofluid injection sequence was similar to thecpes suggested by Kanj et al. (2008).
The sequence involved the injection of a pore vauof nanofluid followed by a
continuous injection of pure water. The pore volunas determined as outlined in Section
2.5.1. In particular, two pore volumes plus theddealume (the volume of the tubes and
fittings) were injected. The dead volume is readite fill the tubes completely prior to
nanofluid entering the core. Following that is firet pore volume which should fill the
pore spaces. The second pore volume is used tdrroomie filling. Based on the
straightforward volume calculations outlined belotve pore and dead volumes were
found to be 2 and 3 milliliters respectively.

V, =V,f (2.8)
V, =, (2.9)
V,, =V, +V, (2.10)

wherer, and|, are the radius and length of the tube in centimeéspectively.V, and
V,; are the dead and total injected volumes in cubittimeter, respectively. The rest of

parameters have their usual definition.
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Subsequent to the injection of the nanofluid (peomd dead volumes), a continuous flow of
pure water (post injection) was introduced. Spealfy, 10 pore volumes of pure water
were injected while the effluent samples were ctdld. The total time of the experiment
was approximately 30 days. The injection was atrtdte of one milliliter per day at a
differential pressure of about 700 psig. The in@tpressure was kept at that level due to
the limitation of the maximum allowable confiningegsure of the core-holder (1000 psig).
A total of 30 effluent samples were collected &t tate of one milliliter per sample. Not all
these samples were analyzed but rather a cardédtiom of some was done to optimize
the analysis time. The infrequent samples couldcatd the trend of the returning
nanotracer and more details (if needed) could keimdd by analyzing the samples in
between.

2.6.2 Silver Nanowire Injection Experiment into Beea Sandstone Core

Transporting a wire-like nanopatrticle through tloegs of a rock core was the objective of
this experiment. For that, silver nanowires weledted into Berea sandstone. The same
coreflooding apparatus (Figure 2.11) was used dxttegi the nanowires were injected
with the aid of Nitrogen gas. A schematic of thedmfied apparatus is illustrated in Figure
2.12.
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Figure 2.12: Experimental apparatus for nanoflumgeiction into Berea sandstone

The core was preflushed with 12 PVs of pure watame pore volume plus the dead
volume (the volume of the tubes and fittings) ohofuid were injected. The pore and
dead volumes were found to be 12 and 8 milliliteespectively. Subsequent to the
injection of the nanofluid (pore and dead volumesgontinuous flow of pure water (post
injection) was introduced. Specifically, 30 porduraes of pure water were injected while
the effluent samples were collected. The total tohthe experiment was approximately 6
hours. The injection of the nanofluid was at thie @ 1 ml/min to facilitate the sampling
operation. The post injection of pure water waditierent flow rates. Namely, the first 7
pore volumes were injected at the rate of 0.5 nm/rthe next 12 pore volumes at the rate
of 1 ml/min, the last 11 pore volumes at rate ohlBmin. The variation of injection rate
was made intentionally to push the “stuck” nanowineside the pores. A total of 139

35



effluent samples were collected, with volumes raggfrom 1 to 6 milliliters. Less
frequent sampling was performed toward the enchefimjection. Several samples were
selected for initial analysis.

2.7 RESULTS

The injection of silicon oxide nanoparticles wasnad at testing the feasibility of
transporting nanospheres through the pores of tegwiacke core as it represents the kind
of tight rocks found in geothermal reservoirs. Ex@eriment was intended to bracket the
size limits of the nanoparticles able to flow thgbuhe pores.

The second experiment was carried out using wkes-hanoparticles. Silver nanowires
were injected through the Berea sandstone core.obfextive of this experiment was to
verify the likelihood of transporting rod-like nanwmes through the tortuous pore network
of typical reservoir formation rock. Discussiontbé results is found in Section 2.7.2.

2.7.1 Greywacke Experiment Results

Silicon Oxide (SiQ) nanoparticles were identified in some of thewsffit samples but not
all. The interior of the rock itself was also exaed. There were no signs of the injected
nanoparticles. The Sghanopatrticles had a wide distribution of size leetw 70 to 450
nanometers. Figure 2.13 is an SEM image of their@ighanofluid prepared for this
experiment. The nanofluid was a mix of 1, 0.3 ar@ Milliliter of 50, 200 and 450 nm
nanoparticles, respectively. The intention was @agenhfewer of the big particles and this
was achieved. The big white spheres are the laggéicles (200-450 nm) and the
background is the smaller size (70 nm) particldse hanoparticles are as expected in
terms of shape, namely perfect spheres.

Figure 2.13: (A) Si@nanospheres in the injected nanofluid, (B) Cloperoage

DLS analysis of the original nanofluid injected waso performed. The size distribution
based on reflected light intensity is depicted iiguFe 2.14. DLS analysis confirms
qualitatively the bimodal distribution of the injed nanofluid sample.
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Figure 2.14: Bimodel distribution of injected Si@anofluid

As mentioned earlier (Section 2.6.1), the injeciimio the Greywacke core was conducted
in the following fashion. The core was first prethed with deionized water, then the
nanofluid was injected. Following that, severalgwolumes of deionized water were post-
injected.

Figure 2.15 shows SEM images of the particle-fre@mized water (preflush) evaporated
solution placed on silicon substrate. It appeaas #tl the white colored material is rock
fines and debris. No signs of any round particiesseen, which is expected because no
introduction of the nanofluid had taken place y#tis confirms that core fines are not
round in shape and should not be confused with, B&Doparticles. In other words, any
spherically shaped objects should be interpretadjasted SiQ nanoparticles. This gives
confidence in the characterization of the efflusamples throughout the experiment as
well as in the rock pore spaces itself.

Figure 2.15: Core fines and debris in preflushwedfit sample

The analyses of selected, but representative, egfflsamples were continued. Dynamic
light scattering DLS did not work with any of th#leent samples. Many factors such as
presence of dust and aggregates or high concemtrafi particles in solution may have
made the samples unsuitable for DLS measuremeaispl8s were filtered using 0.8 and
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0.2 micrometer syringe filters and/or diluted irder to eliminate these causes, however,
the samples remained unsuitable for the analy$is Aas not given big attention at this
time because the more precise characterizationoappr (SEM imaging) was readily
available. Therefore, subsequent effluent samplee vanalyzed by SEM imaging only.
Images in Figure 2.16 were taken in a sample delkduring the injection of the original
nanofluid. The images have no sign of nanopartidéat was not very surprising because
the nanopatrticles could be trapped initially witkine rock pores and pore throats. As more
deionized water was introduced (post injectiong, tianoparticles started to mobilize and
were produced. Perfect nanospheres were identrfidte effluent of the first post-injected
pore volume (Figure 2.17). Nevertheless, the id@gshapes of the smaller size particles
(Figure 2.16 (B)) in the order of 10 nanometers thiggered an interesting hypothesis. It
has been suggested that the nanoparticles areecrusiger high pressure (700 psig in this
case). If this is the case, it might be difficidtdistinguish between broken pieces of the
nanoparticles and core fines using this type otyaima(SEM imaging). Thus, a pressure
test on a sample of nanofluid containing 350 nartersesilicon oxide nanoparticles was
conducted outside the core.

O L

particles

Figure 2.16: (A) Effluent sample during injectiohr@anofluid, (B) Close-up image

200 nm

Figure 2.17: Effluent sample of first post PVI, geale is 200 nm

A few milliliters of pure nanofluid with particles the size range of 350 nanometers
(Figure 2.18) were pressurized outside the corea(iclean container). The maximum
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pressure was 2000 psig applied in steps of 500 gisigtime. At each step, a sample was
collected and prepared for SEM analysis.

Figure 2.18: Nanofluid used in the pressure testing

To optimize the analysis time, SEM imaging was @enked at the highest and second
highest pressure samples (i.e. samples pressuazé800 and 2000 psig). The silicon
oxide nanoparticles did not exhibit any distortion damage. Figure 2.19 shows SEM
images of evaporated solution of the two samplegsted to 1500 and 2000 psig.

A B

Figure 2.19: SiQ nanopatrticles subjected to pressure (A) at 1508, ¢B) at 2000 psig.

It should also be mentioned that this test didta&e into consideration the effect of the
transport through the tortuous paths within thekrnpore network. It may be possible that
elevated pressure level along with the collisiohshe particles as they transport through
winding path, could cause particle damage. A saraptbe fifth post injected pore volume

shows unusual particles shapes (Figures 2.20 &1J.2The nanoparticles appear to be
round in shape on one side while having a cut ftbe other side. The size of these
particles corresponds to the size of injected nartmbes. In addition, the roundness of
these particles from most sides suggests stromgly these are not core debris but the

injected nanoparticles themselves. The distortidnth@ nanoparticles could not be
explained at the moment.

39



A B
B /
Broken spheres \

Figure 2.20: (A) Effluent sample at the fifth pasjected pore volume showing SiO
nanospheres with broken side, (B) Close-up image

A Unusual B

appearance

Distorted
Nanopatrticles

Figure 2.21: SEM image showing Sianospheres, (A) Unusual Appearance, (B)
Distorted.

The interior of the rock itself was examined. Speally, inlet, middle and outlet slices
were examined most closely. Figure 2.22 shows ad 8Bage of the pore spaces at all
three sections of the core. The Si@noparticles are not visible. The core has maresf
and debris which makes it difficult to spot the oparticles.

This preliminary experimentation with the Greywade involved several uncertainties.
The unusual shape and distortion of the nanopestiglere identified at various pore
volumes. The patrticles either have a cut in a sisgle (Figure 2.20), unusual appearance
or distortion (Figure 2.21). The reasons for this @ot known. Due to these ambiguities in
the results, the experiment will be conducted adgamrepeatability and verifiability
purposes.
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Figure 2.22: SEM images of the pore spaces of Gaelgay core sections at, (A) Inlet, (B)
Middle, (C) and (D) Outlet.

2.6.2 Berea Sandstone Nanowires Injection Experimén

Silver nanowires were injected through the Bereadsi@ne core, however, were not
detected in the effluent. The samples were analyretior characterized using the UV-
visible spectrophotometry and optical imaging. Bileer nanowires injected had optical
signature (UV-visible spectra) very similar to tygl silver nanowires reported in literature
(Figure 2.1, curve (m)) as depicted in Figure 2.3 size of the nanowires was 50-100
nm in diameter, and 5-10m in length.
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Figure 2.23: UV-visible spectra of injected silvenowires

The size of original silver nanowires was confirntgdoptical microscopy imaging. Figure
2.24 is an optical image of the injected nanowiks.mentioned earlier, more accurate
measurements of sizes may be obtained from SEM/Widvioscopy.

Ag-NW —>

Figure 2.24: Optical image of the silver nanowimginally injected

The effluent samples, were examined for the exégtesf the nanowires. Among the 139
samples collected, several samples were seleata@gitally. Initially, the analysis was
performed on six samples. One sample from the yateme collected during the injection
of the nanofluid and others from subsequent impectipost-injection) of pure water,
namely first, second, third, sixth and thirteentirepvolumes. The UV-visible spectra of
these samples were taken as depicted in Figure 2.25
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Figure 2.25: UV-visible spectra of selected efflusamples

The spectra of all effluent samples exhibit theadwistr of pure water, with no sign of
silver nanowires, as opposed to the originallyatgd nanofluid (red-curve) as stated in
Section 2.4.2. This finding was further verified bgtical microscopy imaging shown in
Figure 2.26. The black traces in the images aré dus

A B

Figure 2.26: Optical images of effluent samplestte (A) first and (B) second post
injected pore volumes

Based on these findings, it was decided not toyaeakither the samples in between or
samples resulted from later pore volumes but ratbefocus our investigation on the
causes that prevented the nanowires from beingpaated through the pore spaces. One

43



of the causes might be the silver nanowires aggeger simply their geometry
(nanowires cannot transport through the tortuous petwork).

It is known that silver nanowires are best dispgriseethanol solution. Since the silver
nanowires were diluted in water before and aftgrciion, it was suspected that they may
have aggregated at injection. That would make #dr@wires form clusters which could

plug the fluid passages right at the inlet sectidihe permeability was measured

progressivley during the experiment and is plotégginst the cumulative injection in
Figure 2.27.
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Figure 2.27: Permeability measurement verses cutivelaolume

There was a drop in the permeability from approxetya94 to 51 millidarcy, about 45%
reduction. This drop began during the injectiortha nanofluid and stabilized through the
post-injection of the fifth pore volume. This sugtl that the some of the pore spaces
(especially at the inlet section) had been pluglggdhe silver nanowires or aggregated
silver nanowires. The aggregation was also seetsift®uthe experiment) in nanofluid
(containing the silver nanowires) that was dilutedwater and left for some time. An
optical image of the nanofluid showing aggregatian be seen in Figure 2.28.

44



Figure 2.28: Aggregation of nanofluid diluted int®a Obtained by Optical Microscopy

To verify this hypothesis, several actions wereiedrout in sequence:
- The core was back-flushed in case the nanowiregusacccumulated at the inlet
face rather than within the pore spaces.
A slice at the inlet side was cut and prepare®iEM analysis.

The gas permeability of the rest of the core waseasured after removing the few
millimeter slice from the inlet section.

The core was back-flushed by the injection of 1iepeolumes of deionized water. The
UV-visible spectra of representative samples werapieted. All showed the behavior of
only pure water (no nanoparticles) similar to ttiepicted earlier in Figure 2.25. Based on
this finding, 3 millimeters was sliced from theahbkection (Figure 2.29).

— =
Figure 2.29: Front and side views sketch of Beraadstone with slice position and
dimension

The core was then dried in the furnace at 80 C Zérhours. The gas permeability
measurement was repeated at exactly the same dil@s as specified prior to injection of
the silver nanowires. Figure 2.30 shows a comparmiween the two measurements. The
change of 2.7 % difference was minimal.
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Figure 2.30: Gas permeability comparison before aftér cutting the slice at the inlet

The gas and equivalent liquid permeabilities westared by cutting off the slice at the
inlet. Therefore, it was highly suggestive that tienowires were trapped at the inlet
within the removed slice. SEM imaging confirmedstlprediction unambiguously. The

analysis was performed on the front and back giBiggire 2.29) of the slice. Figure 2.31

and 2.32 are SEM images of the front and back sispectively. The silver nanowires

were clearly trapped at the front side while thekbaide was free of nanowires. This
demonstrated that the nanowires could not passighrthe pores of the core even for a
few millimeters. It is also worth mentioning thhgetinjected silver nanowires did not break
and they were still of their original size (50-19® in diameter, 5-10m in length).

2.8 FUTURE WORK

The next stage of the experiment will be to injestich shorter silver nanowires at
different concentrations into the same (or similBBrea sandstone core. Based on the
results, the limiting size of wire-like nanoparésl can be established. A larger scale
nanoparticles injection experiment will be conddcte a 50 m long sand-packed coiled
tube. The objective of this experimental work Vol to verify the feasibility of recovering
the nanoparticles through a longer flow path. Thi® approach actual field distances such
as in interwell tracer testing. This experiment Iwde conducted initially at room
temperature with inert nanoparticles and then repeat elevated temperature with
temperature-sensitive nanoparticles.
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Figure 2.31: SEM imaging at the front side of theesat different magnifications

Figure 2.32: SEM imaging at the back side of theesl
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