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Exergy Management Strategies
for Hybrid Electric Ground
Vehicles: A Dynamic
Programming Solution
In this work, exergy management strategies (ExMSs) for hybrid electric ground vehicles
(HEVs) are developed. The main advantage of using the exergetic framework is the
possibility of pursuing unconventional optimization goals that are inaccessible to
the standard energy management strategy (EMS). For instance, in military applications,
the critical goal of preventing thermal imaging detection from adversary units does not seem
achievable with the conventional EMS. On the other hand, the exergy-based framework can
be adopted to reduce the vehicle thermal emissions through theminimization of exergy terms
related to heat exchange. Moreover, the overall efficiency of the vehicle can be increased
through the minimization of the exergy destruction, a quantity that is not quantifiable by
energy-based methods. In this paper, the exergetic model of a series hybrid electric military
truck and the exergetic model of the electric induction generator are developed and used to
formulate and solve two novel exergy management strategies aiming to minimize genset
exergy destruction and thermal emissions, respectively. The optimal solutions to the EMS
and ExMSs control problems are obtained throughDynamic Programming over two driving
missions. The results show that ExMS for the minimization of exergy destruction achieves
similar results to the standard EMS, while the ExMS for the minimization of thermal
emissions obtains significantly lower thermal emissions compared to the EMS, effectively
reducing the thermal imaging detection risk. [DOI: 10.1115/1.4063610]

1 Introduction

Battery electric vehicles represent themost appealing solution for
clean transportation for civil applications due to their zero tank-to-
wheel emissions and high efficiency technology. However, for
military applications, full electrification of the powertrain is not a
practical solution mainly due to the logistical challenges related to
vehicle charging on the battlefield. Since recharging stations are not
available on the battlefield, once the energy storage is depleted, the
vehicle crew would be exposed while waiting for the assistance of
another vehicle to recharge the battery [1]. Other significant hurdles
to full electrification of tactical military vehicles are the relatively
high weight and volume of the battery pack and the limited range.
For instance, electrifying anM1Abrams tankwould require a greater
than 10 fold increase in power source weight and volume,2 with
other vehicles showing similar increases [2]. These substantial

increases are further reasons that full electrification is currently
impractical. In this context, HEVs are the best solution to achieve
improved vehicle performancewhile reducing emissions and saving
fuel [3].
Power-split strategies in HEVs are generally designed using

energy-basedmethodologies [4] focusing on fuel consumption (FC)
minimization. The energetic analysis is useful to study energy
conversion during a process, but it is not meant to quantify the
irreversibilities that result from it. On the other hand, the exergetic
analysis can provide understanding of a process by assessing the
sources of inefficiency associatedwith it [5]. Exergy is defined as the
maximum useful work that can be obtained from a thermodynamic
system or process with respect to a given reference state [6]. Based
on the first and second laws of thermodynamics, exergy analysis
provides the magnitude, locations, and causes of the irreversibilities
of a process and is used to measure the quality of energy transfer.
Exergy analysis has been used in a variety of applications, such as

modeling and design optimization of power plants [7], photovoltaic
systems [8], and aerospace technologies [9,10]. Common exergetic
optimization goals are the minimization of exergy destruction and
exergy losses, two quantities that lead to the reduction of the
available exergy of a system. Exergy destruction accounts for all the
irreversibilities of a process, which are quantified by the entropy
generation through the second law of thermodynamics. On the other
hand, the exergy losses account for all the exergy transfer terms due
to heat, mass, or work leaving the system. An example of exergy
destruction minimization is found in Ref. [11], where the
temperature and pressure in several points of a nuclear-solar power

1Visiting Scholar at the Department of Energy Science and Engineering, Stanford
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2The weight and volume of a battery containing the same amount of energy of a
M1Abrams fuel tank would be around 30,342 kg and 11.6 m3. These estimates are
obtained assuming a fuel tank volume of 1.89 m3, a fuel energy density of 10,435 kWh/
m3, a fuel conversion efficiency of 40%, a battery energy density of 260Wh/kg, and a
battery volumetric energy density 680 kWh/m3.
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plant are optimally selected to minimize the exergy destruction of
the whole power plant system. The improved power plant operates
more effectively in producing energy and fresh water.
Exergy analysis has also been utilized in the development of

various systems’ control strategies [12]. In Ref. [13], model
predictive control (MPC) is applied to minimize the exergy
destruction of a heating, ventilation, and air conditioning system.
The exergy-based MPC outperforms the energy-based MPC and
rule-based algorithm by achieving lower exergy destruction and
energy consumption. Jain and Alleyne [14] developed an accurate
exergetic model of a vapor compression system and designed an
exergy-based controller to increase its efficiency. The novel MPC
effectively rejects disturbances, such as weather and varying load,
while achieving over 40% higher exergetic efficiency than a
common energy-based MPC. In large capacity boiler control
systems, a novel control technique is introduced in Ref. [15] to
maintain the steam temperatures of a superheater close to the design
specifications by means of spray flows. The solution shows that the
exergy destruction rates vary significantly with changes in the
distributions of spray flows. This conclusion could have not been
drawn using simpler energy-based optimization techniques.
Exergy-based control strategies have recently expanded in the naval
sector [16,17] for lower waste emissions and fuel consumption,
showing the possibility of using the exergetic approach to develop
lighter, smaller, and more effective ship systems.
In the context of ground vehicles, exergy analysis and control

have been widely used in internal combustion engines (ICEs) [18].
In Refs. [19] and [20], energy and exergy analyses are performed
considering different fuel typologies. A crank-angle resolved ICE
exergy model along with an optimal control algorithm based on
exergy for transient and steady-state operation of ICE is presented in
[21]. The proposed algorithm finds the optimum combustion
phasing to maximize the second law of thermodynamics efficiency,
reaching fuel savings higher than 5% with respect to the traditional
energy-based combustion control. The first comprehensive vehicle
exergy modeling framework for HEVs is found in Ref. [22]. Exergy
transfer and destruction terms are quantified for each component of
the powertrain and thewhole vehicle exergetic balance is developed.
The results obtained over theWLTCdriving cycle show that the ICE
contributes to about 80% of the exergy destruction and losses of the
whole vehicle. In this paper, we focus on offline ExMSs to control
the power split of HEVs. To the best of the authors’ knowledge, this
is the first time that exergetic modeling has been adopted in the
context of optimization of HEVs operation. Exergy-basedmodeling
and control methods provide multiple advantages compared to
conventional HEV energy management methods. First, the exergy-
based control strategies enable the pursuit of nonstandard
optimization goals that are not feasible with the conventional
energy management, such as the minimization of exergy destruc-
tion. In the context ofmilitary vehicles applications, the reduction of
thermal imaging detection risk is a critical goal [23] that cannot be
achieved by the conventional EMS. The exergetic framework is
used in this work to reduce thermal emissions byminimizing exergy
transfer due to heat exchange. Another key advantage of the exergy-
based over the energy-based approach is that exergy modeling
allows to combine terms of different nature into one balance
equation. For instance, exergy destruction can be directly summed
up to exergy transfer due to mass transport or heat exchange. This
allows the formulation of optimization problems to minimize
different exergetic terms without the need to change the modeling
framework. Two novel ExMSs are formulated to minimize genset
exergy destruction and thermal emissions, respectively, and the
optimal solutions are obtained through the Dynamic Programming
algorithm. The HEV exergetic modeling is built upon our
previous work in Ref. [22]. The vehicle exergeticmodel is enhanced
by including the detailed ICE exergy model developed in Ref. [24]
and used in Ref. [25]. Moreover, in this paper, a new exergy model
for induction machines (IM), that transcends HEV applications
and can be applied in battery electric vehicles, is developed.
This work lays the foundation for the development of online

management strategies and design optimization algorithms for
ground vehicles.
The remainder of the paper is organized as follows: In Sec. 2, the

military HEV powertrain model and its components are recalled and
the new genset exergetic model is formulated. Section 3 presents the
optimal control problems (OCPs) for the standard EMS and novel
ExMSs. In Sec. 4, results obtained through Dynamic Programming
for the ExMSs are analyzed and compared with the standard EMS.
Finally, conclusions are discussed in Sec. 5.

2 Vehicle Model

In this section, the model of a series hybrid electric mine-resistant
ambush-protected all-terrain vehicle (M-ATV) is recalled from
Refs. [26] and [27]. The powertrain configuration is schematically
shown in Fig. 1. Its main components include a 260 kW ICE, a
268 kWelectric Induction generator, a 10.9 kWh lithium-ion battery
pack, and four 95 kW Interior Permanent Magnet Synchronous in-
hub Motors (IPMSM). The battery pack is connected to the
generator and traction motors through the AC–DC and AC–AC
converters [28]. The vehicle model is developed following a
backward-facing paradigmwhere the target speed, provided as input
to themodel in the form of a driving cycle, is perfectly tracked by the
vehicle. The resulting power required at the wheels is computed and
propagated back to the power sources, ICE and battery pack, through
the drivetrain [4]. The gearbox (GB) efficiency is assumed to be
unitary. The symbols and units of the parameters used in the models
of the vehicle and powertrain components are specified in the
nomenclature table. The ICE and the generator are lumped together
into the genset [29]. The exergetic model of the genset system is
derived in this section starting from Refs. [22] and [24].

2.1 Reference State. Exergy is defined as the maximum
amount of work that can be produced by a flow of matter or energy
as it comes to equilibrium with a reference state [30]. In this work,
the reference state is characterized by the environment pressure
P0 ¼ 1bar and temperature T0 ¼ 25 8C.

2.2 Longitudinal Vehicle Dynamics. The power requested at
the wheels Pw is computed from the longitudinal vehicle
dynamics equation: Pw ¼ vðM _vþ Fbrake þMg sin hþ CrMg cos h
þ 1

2
qaACxv

2Þ, where v is the vehicle velocity,M is the vehicle mass,
Fbrake is the mechanical brake force, Cr and Cx are the roll and drag
coefficients, respectively, qa is the air density,A is the frontal area of
the vehicle, and h is the road slope [4].

2.3 Electric TractionMotors. The traction power requested at
the wheels is propagated backward to the four electric motors. The
electric power required by a single electric motor Pmot,e satisfies the
following balance equation:

4Pmot,e þ Paux ¼ Pgen þ Pbatt (1)

where Pgen and Pbatt are the generator and battery power,
respectively, and Paux is the power required by the auxiliary systems
onboard. This relation is true under the assumption that the
efficiency of the AC–DC and AC–AC converters is unitary. Each
motor is an IPMSM characterized by static efficiency maps, which
are functions of motor speed xmot and torque smot. The relation
between the electric Pmot,e and mechanical power Pmot,m of the
electric motor is then expressed using the motor efficiency gmot

Pmot,e ¼
Pmot,m

gmot

, if Pmot,m � 0

Pmot,m � gmot, if Pmot,m < 0

8<
: (2)

The mechanical power Pmot,m is calculated from the gearbox
efficiency gGB and Pw through the following equation:
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Pmot,m ¼
Pw

4 � gGB
, if Pw � 0

Pw � gGB
4

, if Pw < 0

8>><
>>: (3)

where Pw, and Pmot,m are considered positive during the traction
phases, and negative during braking. To formulate the exergymodel
for the electric motor, power losses, and thermal dynamics
formulations are borrowed from Ref. [22]. The motor losses are
divided into copper losses PSCL,mot, iron losses Piron,mot and friction
losses Pfric,mot. The temperature Tmot of the IPMSM is evaluated
through the following thermal model, which accounts for power
losses and heat exchange _Qheat,mot between the motor and the
environment:

Cmot � _Tmot ¼ _Qheat,mot þ PSCL,mot þ Piron,mot þ Pfric,mot

_Qheat,mot ¼ hout,motðT0 � TmotÞ

where hout,mot is the convective heat transfer coefficient between the
IPMSM and the environment. The exergy destruction _Xdest,mot and
exergy transfer due to heat exchange with the surroundings _Xheat,mot

are computed according to the following equations [22]:

_Xheat,mot ¼ 1� T0
Tmot

� �
� _Qheat,mot

_Xdest,mot ¼ � T0 � PSCL,mot þ Piron,mot þ Pfric,motð Þ
Tmot

(4)

2.4 Battery Model. The energy storage used in the vehicle is a
10.9 kWh lithium-ion battery pack comprisingNS¼ 124 andNP¼ 5
Nickel Manganese Cobalt (NMC)/Graphite cells in series and
parallel configuration, respectively. Each cell is modeled through a
zero-order equivalent circuit model (ECM) [29]. The ECM
parameters, internal resistance R0,cell and open circuit voltage
OCVcell, are obtained from the experimental data in Refs. [31] and
[32], respectively. R0,cell is calculated from the 1C discharge pulse
test at Tcell¼ 25 �C, and shown in Fig. 2; the OCVcell is obtained
from the constant current discharge test at C/20 for three different
temperatures, shown in Fig. 3, assuming that the measured battery
terminal voltage is approximately equal to the open circuit voltage.
Cells are assumed to be electrically homogeneous and to behave

all in the sameway. Therefore, the cell-level electrical quantities can

be upscaled to the pack level as follows: R0,batt ¼ NS

NP
� R0,cell,

OCVbatt ¼ NS � OCV0,cell, Qbatt ¼ NP � Qcell, where R0,batt, OCVbatt,
and Qbatt are the battery pack internal resistance, open circuit
voltage, and capacity, respectively. The state of charge of the battery
(SOC) rate of the battery pack is calculated through the following
equation:

_SOCbatt ¼ � Ibatt
Qbatt

Ibatt ¼
OCVbatt �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
OCV2

batt � 4R0,battPbatt

q
2R0,batt

(5)

In the remainder of the paper, the symbol SOC is used to denote
SOCbatt. The property ofmodularity in a battery pack guarantees that
the thermal behavior of a cell does not change upon its
interconnection with other cells [33]. Although thermal modularity
of all the battery cells is, in general, not guaranteed [34], in thiswork,
it is assumed considering that there is no heat exchange between the
battery cells; hence, the thermal gradient across the cells is zero [35],

Fig. 1 Series HEV configuration

Fig. 2 Internal resistance as a function of the SOC for a NMCcell
at temperature Tcell equal to 25 �C
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and the battery pack temperature Tbatt can be assumed equal to the
cell temperature, Tbatt(t)¼ Tcell(t).
Under these assumptions, the battery pack temperature behavior

represents a lower bound of the actual battery pack temperature one
would obtain under real operation. To evaluate the battery cell
temperature Tcell, the thermal cell model is introduced. A simple
lumped model accounting for Joule losses and convective heat
transfer _Qheat,cell between battery cell (Tcell) and surroundings (T0) is
used

Ccell � _Tcell ¼ R0,cell � I2cell þ _Qheat,cell

_Qheat,cell ¼ hout,cellðT0 � TcellÞ
(6)

where Ccell and hout,cell are the thermal capacity and convective heat
transfer coefficient of a cell, respectively. To compute the battery
pack exergetic terms, the heat exchanged between the battery pack
and the environment _Qheat,batt, is obtained upscaling the cell-level
convective heat transfer _Qheat,cell as _Qheat,batt ¼ NS � NP � _Qheat,cell.
The exergy model of the battery pack is borrowed from Ref. [22].

The exergy destruction _Xdest,batt and exergy transfer _Xheat,batt due to
the heat exchange of the battery pack are written as follows:

_Xheat,batt ¼ 1� T0
Tbatt

� �
� _Qheat,batt

_Xdest,batt ¼ � T0
Tbatt

R0,batt � I2batt
(7)

It is worth noting that beyond the experiments needed to estimate the
electrical and thermal parameters of the battery, no additional
experiment is required to obtain the battery exergy terms. Indeed, the
battery exergy destruction can be easily determined in real
applications by knowing the battery internal resistance and
measuring or computing the battery current and battery temperature.
To compute the exergetic term _Xheat,batt, the cell-level thermal
parameters are needed and battery temperature must be measured or
estimated. Moreover, no battery exergy term is a function of the
battery electrical capacity.

2.5 Electric Generator. Since the electric generator is not an
IPMSM, the IPMSM exergetic model developed in Ref. [22] cannot
be used for quantifying the generator exergetic terms. Therefore, a
new exergetic model for Induction Machines is formulated.
First, the power losses of the IM are evaluated to calculate the

exergetic terms related to exergy destruction and heat transfer. The
power losses of an IM are divided into stator copper losses PSCL,IM,

rotor copper losses PRCL,IM, iron losses Piron,IM, and friction losses
Pfric,IM. Losses that fall outside of the aforementioned categories are
referred to as stray losses [36]. Since stray losses are usually less than
1% of the total power losses Ploss,IM, they can be neglected. Hence,
the energetic balance of the IM is described by the following
equation:

Pout,IM ¼ Pin,IM � Ploss,IM

Ploss,IM ¼ PSCL,IM þ PRCL,IM þ Piron,IM þ Pfric,IM

(8)

where Pout,IM and Pin,IM are the useful output work and the input
power of the IM, respectively. The energetic efficiency gIM of the IM
is written as follows:

gIM ¼ Pout,IM

Pin,IM

(9)

The IM power losses are derived using the IM equivalent circuit
model, and are expressed as a function of speedxIM, torque sIM, and
temperature TIM; their formulation is fully detailed in Appendix A.
To assess the evolution ofTIM over time, the thermalmodel of the IM
is formulated considering the power losses and the heat transfer
_Qheat,IM between the motor and the surroundings

CIM � _TIM ¼ _Qheat,IM þ PSCL,IM þ PRCL,IM þ Piron,IM þ Pfric,IM

_Qheat,IM ¼ hout,IMðT0 � TIMÞ
(10)

where CIM and hout,IM are the IM thermal capacity and convective
heat transfer coefficient, respectively.
The power losses can be used to calculate the exergetic terms of

the IM. The modeled exergy terms of the IM are the exergy transfer
_Xheat,IM due to the heat exchange between the generator and the
environment, the useful work _Xwork,IM produced by the IM, and the
exergy destruction _Xdest,IM. Terms associated with exergy destruc-
tion and heat of the electric IM are calculated with the same
formulation as [22]

_Xheat,IM ¼ 1� T0
TIM

� �
� _Qheat,IM

_Xwork,IM ¼ �xIM � sIM
_Xdest,IM ¼ � T0 � PSCL,IM þ PRCL,IM þ Piron,IM þ Pfric,IMð Þ

TIM

(11)

If the IM equivalent circuit parameters and thermal parameters are
known, each IMexergy term can be calculated for every triplet (xIM,
sIM, TIM). The main difference between the IM exergy model and
IPMSM exergy model of [22] is related to the rotor copper power
loss term PRCL,IM. This power loss term is caused by the joule losses
occurring in the rotor windings of the IM. Since the IPMSM is
embedded with rotor permanent magnets, there are no rotor
windings and, hence, PRCL,IM is absent in IPMSMs.
The IM model is adopted to compute the electric generator

efficiency and exergy terms from Eqs. (9) and (11), respectively.
From now on, we refer to quantities related to the generator with the
subscript gen. The speed-torque map of the generator efficiency and
exergy destruction at 25 �C are shown in Figs. 4 and 5, respectively.
This is the first time that the exergetic static behavior of an electric
machine is described by a speed-torquemap. The exergy destruction
map enables to quantify the generator irreversibilities that cannot be
obtained from the energetic efficiency map. The representation of
the generator exergy destruction on the speed-torque plane clarifies
that the irreversibilities of the generator increase along with the
generator power. Moreover, increases in generator torque lead to
higher exergy destruction, due to the higher power losses.

2.6 Internal CombustionEngine. The ICE is characterized by
a steady-state instantaneous fuel consumption _mf map, which is a

Fig. 3 Open circuit voltage as a function of the SOC for a NMC
cell at temperatures Tcell equal to 5, 25, and 35 �C
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function of the engine speedxeng and torque seng. The output engine
power Peng is calculated as Peng ¼ Pgen

ggen
, where ggen is the generator

efficiency. The exergetic model of the ICE is built upon the mean-
value exergetic modeling framework developed in the previous
work [24]. Each ICE exergy rate term can be expressed as a function

ofxeng and seng. The exergy destruction rate _Xdest,eng is calculated as

a summation of the following: _Xdest,eng ¼ _Xcomb,eng þ _Xfric,eng

þ _Xothers,eng, where _Xcomb,eng, _Xfric,eng and _Xothers,eng account for
combustion irreversibilities, mechanical losses related to friction,
and the exergy destruction of unmodeled phenomena, respectively.

The exergy transfer terms of the ICE are: _Xheat,eng due to the heat

exchange between in-cylinder mixture and cylinder’s walls, _Xexh,eng

related to the exhaust gases, the fuel exergy term _Xfuel,eng, and the

intake air exergy flow _Xintk,eng. The fuel exergy rate _Xfuel,eng is
proportional to the instantaneous fuel consumption _mf through

_Xfuel,eng ¼ ð1:04224þ 0:011925x=y� 0:042=xÞLHV _mf (12)

where LHV is the fuel lower heating value, while x and y define the
fuel chemical composition (CxHy). The mathematical formulation
of each ICE exergy term is shown in Table 1. The physical quantities
required for computing the ICE exergy terms are calculated through
the mean-value ICE model from Ref. [24]. This approach allows to
quantify offline the required quantities, such as the in-cylinder gas

temperature Tcyl, in-cylinder gas pressurePcyl, and in-cylinder gas to
wall thermal exchange _Qcyl, as a function of the operating point and
without the use of expensive sensors onboard.

2.7 Exergy Balance of the Genset. According to Ref. [22], the
ICE dominates the exergy loss and destruction in a HEV. The ICE
and generator are lumped in a genset that accounts for the exergy loss
and destruction of both components. The genset exergy balance is
carried out in this section and used later in Sec. 3 for the formulation
of the ExMSs, which aim to minimize genset exergetic terms. The
genset exergy balance is formulated by considering a representative

Fig. 4 Efficiency map of the generator at the temperature
Tgen5 25 �C

Fig. 5 Exergy destruction map of the generator at the temper-
ature Tgen525 �C

Table 1 ICE exergy model [24]

Intake air

_Xintk,eng ¼
X
r2S

nI,r wI
ch,r þ wI

ph,r

� �
, S ¼ N2, CO2, H2O,O2f g

nI,r ¼ _nIf
I
r

wI
ph,r ¼ hr TIð Þ � T0sr TIð Þð Þ � h�r T0ð Þ � T0s

�
r T0ð Þ� �

wI
ch,r ¼ RgasT0 log

f Ir
fr,0

 !

Mechanical work
_Xwork,eng ¼ �Peng

Heat exchange

_Xheat,eng ¼ 1� T0
Tcyl

� �
� _Qcyl

� �

Exhaust gas

_Xexh,eng ¼ �
X
r2S

_nE,r wE
ch,r þ wE

ph,r

� �
_nE,r ¼ _nEf

E
r

wE
ph,r ¼ hr TEð Þ � T0sr TEð Þð Þ � h�r T0ð Þ � T0s

�
r T0ð Þ� �

wE
ch,r ¼ RgasT0 log

f Er
fr,0

 !

Combustion irreversibilities

_Xcomb,eng ¼ � T0
Tcyl

gf � xgCO2
� y

2
gH2O þ xþ y

4

� �
gO2

� �
_nf

� T0
Tcyl

k
1� xEGR

xþ y

4

� �
3:76RgasTcyl log

f IN2

f EN2

 !
_nf

� T0
Tcyl

RgasTcyl
X

r2Sn N2f g
�Ir log

f IrPcyl

P0

� �
� �Er log

f Er Pcyl

P0

� �	 

_nf

Frictions

_Xfric,eng ¼ �xeng

4p
FMEP � Vd,tot

FMEP ¼ 1000 C1 þ C2xeng þ C3S
2
p

� �
Others
_Xothers ¼ � _Xfuel,eng þ _Xintk,eng þ _Xwork,eng þ _Xheat,eng þ _Xexh,eng

� �
� _Xcomb,eng þ _Xfric,eng

� �

Fig. 6 Exergy balance of the genset system
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control volume and the heat, work, and mass crossing its boundaries
(see Fig. 6) as _Xgenset ¼ _Xin,genset � _Xout,genset þ _Xdest,genset, where
_Xgenset is the exergy of the genset, _Xin,genset and _Xout,genset are the
exergy transfer termsmodeling heat, work, andmass fluxes entering
and leaving the control volume enclosing the genset and _Xdest,genset is
the exergy destroyed. The exergy transfer entering the control
volume can be expressed as _Xin,genset ¼ _Xfuel,eng þ _Xintk,eng. The
exergy destruction of the whole system is the sum of the exergy
destruction of ICE and generator, i.e., _Xdest,genset ¼ _Xdest,eng

þ _Xdest,gen. Finally, the exergy transfer leaving the control volume
accounts for the exergy terms related to exhaust gases _Xexh,eng, ICE
and generator heat exchange ( _Xheat,eng and _Xheat,gen, respectively),
and generator work _Xwork,gen, i.e., _Xout,genset ¼ _Xexh,eng þ _Xheat,eng

þ _Xheat,gen þ _Xwork,gen

3 Exergy Management Problem

The exergy management problem is formulated as a constrained
optimal control problem over the fixed time interval [t0,tf]

minimize
Pbatt

J ¼
ðtf
t0

cr Pmot,e tð Þ,Pbatt tð Þ, x tð Þ� �
dt

subject to _x tð Þ ¼ F Pmot,e tð Þ,Pbatt tð Þ, x tð Þ� �
gj Pmot,e tð Þ,Pbatt tð Þ, x tð Þ� � � 0, 8gj 2 G

(13)

where t0 and tf are the initial and final time instants of the driving
mission, cr is the running cost, Pbatt is the control variable, x is the
state vector, _xðtÞ ¼ FðPmot,eðtÞ,PbattðtÞ, xðtÞÞ are the state dynamics,
andG is the set of global and local constraints. The electrical power
required by the electric traction motors 4 � Pmot,e is the exogenous
input. In this section, three different exergy-based management
strategies and their respective OCPs are formulated. All control
problems share the same state dynamics and constraints, but
different cost functions.

3.1 Cost Functions. To exploit the advantages of the exergetic
analysis over the energetic one, new exergetic optimization targets
are formulated. The ExMSs formulated in this section make use of
genset exergetic terms which are not available in classical energetic
methods.

3.1.1 Energy Management Strategy. First, the standard EMS is
introduced as a benchmark for comparison purposes. The cost
function of the EMS optimal control problem (OCPEMS) is the fuel
consumption rate _mf

JEMS ¼
ðtf
t0

_mf ðt,Pbatt, TgenÞdt (14)

It is worth noting that the instantaneous fuel consumption can be
written as a function of the exergy term related to fuel from Eq. (12):

_mf ¼ _Xfuel,eng

ð1:04224þ0:011925x=y�0:042=xÞLHV. The same solutions could be

obtained by adopting _Xfuel,eng as running cost.

3.1.2 Minimization of Exergy Destruction. The goal of the
optimal control problem (OCPExMS,1) is the reduction of the genset’s
irreversibilities through the cost function JExMS,1 which quantifies
the exergy destruction of the whole genset system

JExMS,1 ¼
ðtf
t0

j _Xdest,gensetðt,Pbatt, TgenÞjdt (15)

where _Xdest,gensetðt,Pbatt, TgenÞ is always negative, since the exergy
destruction reduces the system’s available work and, consequently,
the exergy.

3.1.3 Minimization of Thermal Emissions. Low thermal emis-
sions are crucial in military applications to keep the vehicle
undetected [23]. Specifically, the powertrain component at the

highest temperature is the one that can be detected more easily by
thermal imaging. The cost function JExMS,2 used in the optimal
control problem (OCPExMS,2) quantifies the exergy transfer related
to heat emissions of the genset and takes the following form:

JExMS,2 ¼
ðtf
t0

j _Xheat,gensetjdt

_Xheat,genset ¼ minð _Xheat,engðt,Pbatt, TgenÞ, _Xheat,genðt,Pbatt, TgenÞÞ
(16)

3.2 State Dynamics and Constraints. The state variables
considered in this study are the SOC and the generator temperature
Tgen, whose dynamics are written as follows:

_x tð Þ ¼ F Pmot,e tð Þ,Pbatt tð Þ, x tð Þ� �
¼

_SOC Pbatt tð Þ, x tð Þð Þ
_Tgen Pmot,e tð Þ,Pbatt tð Þ, x tð Þ� �

" #

¼
� Ibatt Pbatt tð Þ, x tð Þð Þ

Qbatt

_Qheat,gen x tð Þð Þ þ Ploss,gen Pmot,e tð Þ,Pbatt tð Þ, x tð Þ� �
Cgen

2
66664

3
77775
(17)

The EMS and ExMSs are subject to several global and local
constraints. Battery charge sustaining is enforced through the
following global constraint, SOCðtf Þ ¼ SOCðt0Þ. Other local
constraints related to state and control variables need to be satisfied
at each time t � [t0,tf]

Icell,min < IcellðtÞ < Icell,max,

Pgen,min < PgenðtÞ < Pgen,max,

Peng,min < PengðtÞ < Peng,max,

SOCmin < SOCðtÞ < SOCmax,

TgenðtÞ < Tgen,max

(18)

where Pgen,min, Pgen,max, Peng,min, and Peng,max are the minimum and
maximum power of generator and ICE, respectively; the cell current
Icell is limited by the minimum and maximum threshold Icell,min and
Icell,max. The constraints on the state variables allow to maintain the
SOC in the desired range ½SOCmin, SOCmax� and force the generator
to operate at a temperature lower than the maximum limit Tgen,max.
Considering a generator insulation of class B3 [37], Tgen,max is
equivalent to 130 �C.

3.3 Dynamic Programming. The optimal control problems
are solved through Dynamic Programming (DP), which relies on
Bellman’s principle of optimality [38]. Bellman’s principle states
that the solution from any intermediate state of the optimal solution
to the final state is also optimal [39]. This fact is exploited in DP by
proceeding backward in time beginning from the final state and
searching for the optimal solution through all possible discretized
values of state and control variables. The driving cycle must
therefore be known a priori, which requires the use of a backward
discretized vehicle model.
The DP algorithm is implemented through the MATLAB function

developed in [40]. The discretization grids of the two state variables
DSOC and DTgen and control variable DPbatt are carefully chosen to
avoid numerical instability: DSOC ¼ 0:01%, DTgen ¼ 1 �C, and
DPbatt¼ 100 W.

3There are typically four insulation classes for IMs (A,B,F,H) [37], each indicating
the highest winding temperature the insulation material can withstand.
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3.4 Optimal Operating Lines. A power request Peng can be
actuated at different operating points (xeng,seng) of the ICE. For each
strategy, an optimal operating line (OOL) can be defined so that,
given a certain power request, the best working point is selected
among all the possible tuples (xeng, seng) [29]. In Appendix B, the
procedure to determine the optimal operating lines is explained. For
the EMS, the optimal operating line in Fig. 7 is designed to
maximize the efficiency ggenset of the genset: ggenset ¼ Pgen

LHV� _mf
, where

LHV is the fuel lower heating value.
The optimal operating line related to the first ExMS (15) is

designed to minimize the genset exergy destruction _Xdest,genset. The
ICE map and operating line are shown at the temperature Tgen ¼
25 �C in Fig. 8. The operating lines related to the EMS and ExMS for
minimization of exergy destruction are located in similar ICE
operating regions.
For the minimization of thermal emissions (16), the optimal line

(shown in Fig. 9) is designed to minimize the exergy transfer due to
the heat exchange between the ICE and the surroundings. It is worth
noting that the optimal operating points for this strategy are located
at higher speeds compared to the previous strategies. As a matter of
fact, for a given engine power, the in-cylinder gas to wall heat
transfer increases with torque mainly due to the increasing in-
cylinder gas temperature Tcyl [41]. The selection of high-speed

operating points allows to reduce the gas temperature (Appendix C)
and, consequently, the heat exchange between the cylinder and the
environment. Recalling Sec. 2, the running costs _mf , _Xdest,genset, and
_Xheat,genset are functions of the generator operating point (xgen,sgen)
and the generator temperature Tgen. Once the optimal operating line
is selected, _mf , _Xdest,genset, and _Xheat,genset can be expressed as a
function of Pgen and Tgen.

3.5 Polynomial Approximation of the Cost Functions. Gen-
erally speaking, an optimal control policy (either from an energy or
exergy standpoint) might not lead to good drivability [42]. Indeed,
the DP optimal control policy can result in abrupt variations of the
engine power between consecutive time steps. However, the
chattering behavior of the ICE power must be avoided since it can
cause undesirable powertrain noise, vibration, and harshness [43].
The numerical instabilities causing the chattering behavior can be
avoided by approximating the running costs _mf , _Xdest,genset, and
_Xheat,genset with polynomial functions of the delivered generator
power Pgen. However, since the running costs are functions of both
Pgen and Tgen, this approximation can only be performed at a fixed
Tgen. Hence, nT equally spaced temperature values, referred to as
node temperatures, are selected between the environment temper-
ature and the maximum generator temperature. The running costs
_mf , _Xdest,genset, and _Xheat,genset are approximated as a polynomial
function of Pgen for each node temperature through the polyfit
MATLAB function. Linear interpolation is used to determine the value
of the running cost associated with a temperature different from any
node temperature. In this work, the number nT of node temperatures
is selected equal to 12.
The root-mean-square percentage error (RMSE) is used to

quantify the error between the real cost and the approximated one.
Based on this metric, the 3rd, 3rd, and 10th degrees of the
polynomial functions are selected to obtain 2.50%, 3.66%, and
2.43% RMSEs to approximate _mf , _Xdest,genset, and _Xheat,genset,
respectively. Figures 10–12 show the _mf , _Xdest,genset, and _Xheat,genset

and their polynomial approximation as functions of Pgen at
Tgen¼ 25 �C.

4 Results

The ExMS problems are solved for the military vehicle model
described in Sec. 2. The values of parameters of the vehicle and
powertrain components are reported in Table 2. Two driving
missions, shown in Fig. 13, have been used to solve the proposed
ExMS problems:Munson without road slope andMunson with road

Fig. 7 Efficiency map and optimal operating line for EMS at
Tgen5 25 �C

Fig. 8 Exergy destruction map and optimal operating line for
minimization of exergy destruction ExMS at Tgen5 25 �C

Fig. 9 Exergy transfer due to the heat exchange and optimal
operating line for minimization of thermal emissions ExMS at
Tgen5 25 �C
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slope. The first mission is a simple driving cycle with constant
velocity and no slope. Despite its simplicity, it is crucial to test the
ExMSs on this cycle to check for the presence of numerical
instabilities. Since the mission is characterized by a constant
velocity profile, the power requested at the wheels Pw is constant for
almost the whole driving mission. Therefore, the presence of a
chattering behavior of the generator power would be an indicator of
numerical instabilities. The second cycle Munson with slope is a
realistic military drivingmissionwith a constant velocity profile and
variable slope.
Another crucial factor to consider for military vehicles is the

power needed by auxiliary systems onboard [47]. Therefore, the
Munson with road slope is tested without auxiliary power
(Paux¼ 0 kW) and with continuous auxiliary power (Paux¼ 40 kW)

Fig. 10 _mf map as a function of Pgen and its polynomial
approximation at Tgen525 �C

Fig. 12 _Xheat,genset map as a function of Pgen and its polynomial
approximation at Tgen525 �C

Table 2 Vehicle specifications

Parameter Unit Value

qa 1.2 kg/m3

g 9.81 m/s2

Rw 0.59 [44] m
M 13,430 kg
Cr 0.01 [44] —
Cx 0.7 [44] —
A 5.72 [44] m2

gGB 1 —
Cmot 29,126 [22] J/K
hout,mot 54.64 [22] W/K
NS 124 —
NP 5 —
Qcell 4.85 [31] Ah
Ccell 156.4 [31] J/K
hout,cell 0.2085 [31] W/K
fgen,nom 60 [45] Hz
Vgen,nom 460 [45] V
nP 4 [45] —
R1,0 0.0088 [45] X
R2,0 0.0383 [45] X
RC 100 X
X1 0.0431 [45] X
X2 0.0431 [45] X
XM 2.0358 [45] X
Cgen 29,126 [22] J/K
hout,gen 54.64 [22] W/K
cfric 0.06346 [46] Nms

Fig. 13 Velocity and slope profiles of the driving missions:
Munson without road slope, and Munson with road slope

Fig. 11 _Xdest,genset map as a function of Pgen and its polynomial
approximation at Tgen525 �C
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to assess how the presence of auxiliaries affects the results.
Moreover, the time-step is chosen to be 1 s as done in previous
energymanagementworkswithDP, e.g., Refs. [40] and [48]. Before
analyzing the results obtained by the control strategies over the
driving missions, the effect of the polynomial approximation of the
running cost on the results is assessed. In Fig. 14, the optimal power

splits obtained by the EMS with and without the polynomial
approximation of the running cost are shown. The EMS without
polynomial approximation displays a chattering behavior of the
generator power. On the other hand, the use of the polynomial
approximation of the running cost enables to avoid the undesired
high-frequency variations of the generator power. Therefore, the
results shown in the remainder of this section are obtained with
the polynomial approximation of the running costs to avoid the
chattering behavior. Starting with the Munson without road slope,
the optimal power splits and state dynamics for the different ExMSs

Fig. 14 Power requested at the wheels, generator, and battery
optimal power profiles for JEMS with and without _mf polynomial
approximation over the Munson without slope mission

Fig. 15 Power requested at the wheels, generator, and battery
optimal power profiles for JEMS, JExMS,1, and JExMS,2 over the
Munson without slope mission

Fig. 16 SOCandgenerator temperatureprofiles forJEMS,JExMS,1,
and JExMS,2 over the Munson without slope mission

Fig. 17 CumulativeFC,exergydestruction, andexergyrelated to
heat for JEMS, JExMS,1, and JExMS,2 over the Munson without slope
mission
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are shown in Figs. 15 and 16, respectively. It is worth noting that Pw

is the same for all the different control strategies over the same
driving cycle. On the other hand, the generator and battery power
profiles, shown in the second and third subplots of Fig. 15, are
generated by the optimal DP solution to the specific optimization
problem and are different for each management strategy. Interest-
ingly, the EMS4 and the ExMS for minimization of exergy
destruction lead to almost identical power splits over the Munson
without slope mission, maintaining the generator and battery power
constant for almost the whole simulation. The similarities between
the control policy of the two strategies can be explained by the fact
that the ExMS for minimization of exergy destruction aims to
minimize the irreversibilities, which is comparable to the EMS
implicit minimization of system inefficiencies to reduce fuel
consumption. This explanation is in line with the results of previous
studies [49] in the field of aircraft optimization. On the other hand,
JExMS,2 shows a different behavior. The DP algorithm selects high
generator power Pgen to charge the battery at the beginning of the
mission, as shown by the initial SOC increase in Fig. 16, and then,
Pgen is settled around 10 kW to operate close to the minimum of the
thermal emission curve (shown in Fig. 12). The generator
temperature Tgen trend, shown in the second subplot of Fig. 16, is
correlated to the generator power profile: the higher the Pgen, the
higher the temperature variation. Moreover, the absence of
chattering behavior in the optimal power profiles demonstrates
that the numerical solution is stable.
Fuel consumption, exergy destruction, and exergy transfer due to

heat exchange of the genset system need to be evaluated to assess the
performance of the different ExMSs. Figure 17 shows that the EMS
and the ExMS for minimization of exergy destruction hold almost
identical performances, achieving a reduction of fuel consumption
(18.9%) and exergy destruction (18.3%) with respect to the thermal
emissions strategy. On the other hand, JExMS,2 achieves substantially
lower thermal emissions than JEMS and JExMS,1 (around 28.7%),
proving that the ExMS for minimization of thermal emissions is the

most effective strategy to avoid detection from thermal imaging.
When examining the Munson with road slope, the distinction
between theExMSs and the standardEMSbecomesmore evident. In
particular, the generator and battery profiles, and the state dynamics,
shown in Figs. 18 and 19, respectively, are slightly different for JEMS

and JExMS,1. In line with the results from the first driving mission,
JExMS,2 exhibits a significantly distinct behavior from JEMS and
JExMS,1.While the generator power profiles of JEMS and JExMS,1 have
trends similar to the power requested at thewheels, the ExMS for the

Fig. 18 Power requested at the wheels, generator, and battery
optimal power profiles for JEMS, JExMS,1, and JExMS,2 over the
Munson with slope mission with no auxiliary power

Fig. 19 SOCandgenerator temperatureprofiles forJEMS,JExMS,1,
and JExMS,2 over the Munsonwith slopemission with no auxiliary
power

Fig. 20 CumulativeFC,exergydestruction, andexergyrelated to
heat for JEMS, JExMS,1, and JExMS,2 over the Munson with slope
mission with no auxiliary power

4In this section, the cost function symbols JEMS, JExMS,1 and JExMS,2 refer to the
solutions to the OCPEMS, OCPExMS,1, and OCPExMS,2, respectively
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minimization of thermal emissions tends to select different Pgen. In
particular, Pgen lower than 8 kW are always avoided in JExMS,2 to
minimize the exergy transfer due to heat exchange as shown in
Fig. 12, and high powers are selected to operate the ICE at a high
speed. The high-speed rotation of the ICE allows to reduce the in-
cylinder gas temperature, consequently decreasing the exergy
transfer due to the heat exchange between the ICE and the
environment. Even though this second driving mission is more
dynamic than the first one, no ExMS causes the generator

temperature to exceed 40 �C, as shown in the second subplot of
Fig. 19. Interestingly, compared to the other strategies, the ExMS for
minimization of thermal emissions leads to the highest generator
temperature. This apparently counterintuitive result is explained by
the fact that the magnitude of the exergy transfer due to heat
exchange between the ICE and the environment j _Xheat,engj is higher
than the magnitude of the exergy transfer due to heat exchange
between the generator and the environment j _Xheat,genj for every
operating point. Indeed, the minimum value of j _Xheat,engj (2.4 kW) is
higher than the maximum value of j _Xheat,genj (1.5 kW), which can be
calculated from Eq. (11) considering the maximum generator
temperature Tgen,max. Therefore, the running cost j _Xheat,gensetj is
always equal to j _Xheat,engj, and theExMS forminimization of thermal
emissions always aims to minimize j _Xheat,engj, disregarding
j _Xheat,genj, and the generator temperature.
The addition of 40 kW continuous auxiliary power to theMunson

drivingmissionwith road slope leads to a higher power request at the
wheels, as shown in the first subplot of Fig. 21. Once again, the
optimal power-split of JExMS,2 shows evident differences from the
other management strategies. In particular, the thermal emissions
ExMS select specific generator powers completely avoiding Pgen

between 11 kW and 110 kW. Moreover, the battery power Pbatt

drastically changes between intense battery charging around
–60 kW and battery discharging around 40 kW, producing a varying
SOCprofile, illustrated in Fig. 22. Since the optimalPgen is generally
higher than Munson with slope without auxiliary power, the
generator temperature of every ExMS reaches higher final values
as shown in the second subplot of Fig. 22.
The barplot in Fig. 24 summarizes all the results related to FC

(Figs. 20 and 23), exergy destruction, and exergy transfer due to heat
exchange for all the ExMSs over the different driving missions. The
first two subplots of Fig. 24 show that, for every driving mission, the
EMS and ExMS for minimization of exergy destruction outperform
the thermal emissions strategy in terms of fuel savings and exergy
destruction. On the other hand, JExMS,2 always achieves lower
thermal emissions than JEMS and JExMS,1 over the same driving
mission. Therefore, theExMS forminimization of thermal emissions

Fig. 21 Power requested at the wheels, generator, and battery
optimal power profiles for JEMS, JExMS,1, and JExMS,2 over the
Munson with slope mission with auxiliary power

Fig. 22 SOCandgenerator temperatureprofiles forJEMS,JExMS,1,
and JExMS,2 over the Munson with slope mission with auxiliary
power

Fig. 23 CumulativeFC,exergydestruction, andexergyrelated to
heat for JEMS, JExMS,1, and JExMS,2 over the Munson with slope
mission with auxiliary power
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proves to be the best strategy to avoid thermal imaging detection.
Moreover, the significant increase in FC, jXdest,gensetj, and jXheat,gensetj
from Munson with slope to Munson with slopeþPaux¼ 40 kW
shows the impact of the auxiliary power on the results.
Finally, the computational time required to solve the EMS and

ExMSs over all driving missions are shown in Table 3. The
experiments were run on a computer with an AMD EPYC 7713 64-
Core processor running at 2GHz, with 512 GB of RAM. The
computational times required to solve the EMS and the ExMSs over
the same driving mission are very close. Indeed, given the same
vehicle model and the same driving mission, the DP computational
time is a function of the number, and discretization, of state and
control variables [50]. The complexity of the cost function does not
influence the computational time required by DP.

5 Conclusions

In this work, novel exergy-based control strategies for ground
HEVs are formulated, solved using DP, and compared with the
traditional EMS. Starting from the exergetic framework developed
in Ref. [22], the energetic and exergetic models of each component
of a series military M-ATV HEV are provided. The ICE exergy
model, developed in Ref. [24], is adopted and a novel exergy model
for IMs is introduced to characterize the exergetic behavior of the
electric generator. Afterward, two novel exergy management
strategies are formulated as constrained finite-time optimal control
problems to minimize specific exergetic terms of the genset system.
The first ExMS aims at the minimization of exergy destruction, a
quantity representing the irreversibilities of a process, to improve
the genset efficiency; the second ExMS minimizes the thermal
emissions of the genset to avoid detection in military applications.
The solution obtained through DP shows that the first ExMS
produces results comparable to those of the standard EMS,

achieving at most 0.5% more fuel consumption and 2.5% less
exergy destruction than standard EMS. On the other hand, the
second ExMS achieves over 19% reduction of thermal emissions,
but at least 13% higher fuel consumption and 14% higher exergy
destruction than the baseline EMS over the different driving
missions. Future works are in the direction of online ExMSs
development (such as Adaptive Equivalent Consumption Minimi-
zation Strategy [4], Model Predictive Control [51], rule-based
strategies [52], etc.) with the solution from the DP serving as a
benchmark evaluation strategy.
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Nomenclature

A ¼ frontal area ðm2Þ
cfric ¼ friction coefficient of IM (J)
C ¼ thermal capacity (J/K)

Cr,Cx ¼ roll and drag coefficients
C1,C2,C3 ¼ FMEP coefficients (kPa),ðs � kPaÞ, ðs2 � kPa=m2Þ

f ¼ volume fraction
fIM ¼ frequency of alternating current of IM (Hz)

Fbrake ¼ brake mechanical force (N)
FMEP ¼ friction mean effective pressure (Pa)

g ¼ Gibbs free energy (J/mol)
h ¼ specific enthalpy (J/mol)

hout ¼ convective coefficient (W/K)
I1 ¼ phasor representation of stator current of IM (A)
I2 ¼ phasor representation of rotor current of IM (A)
IC ¼ phasor representation of iron current of IM (A)

Icell ¼ cell current (A)
J ¼ cost function

LHV ¼ fuel lower heating value (J/kg)
M ¼ vehicle mass (kg)
P ¼ Power (W)
_n ¼ molar flow rate (mol/s)

nP ¼ number of poles of IM
NP ¼ number of battery cells connected in parallel
NS ¼ number of battery cells connected in series

OCVcell ¼ open circuit voltage of a cell (V)
Pcyl ¼ in-cylinder gas pressure (bar)

Pfric,IM ¼ friction power loss of IM (W)
Piron,IM ¼ iron power loss of IM (W)
PRCL,IM ¼ rotor copper power loss of IM (W)
PSCL,IM ¼ stator copper power loss of IM (W)

Pw ¼ power required at the wheels (W)
Qcell ¼ capacity of a cell (Ah)

Qheat,cell ¼ convective heat exchanged between cell and
environment (J)

R0,cell ¼ internal resistance of a cell (X)
RC ¼ iron resistance of IM (X)
Rgas ¼ ideal gas constant ðJ=ðmol � KÞÞ
R1 ¼ stator resistance of IM (X)
R2 ¼ rotor resistance of IM (X)
s ¼ specific entropy ðj=ðmol � KÞÞ

sIM ¼ slip of IM

Fig. 24 CumulativeFC,exergydestruction, andexergyrelated to
heat for all the ExMSs over Munson without road slope, and
Munson with road slope without and with auxiliary power

Table 3 Computational time

Driving mission JEMS JExMS,1 JExMS,2

Munson w/o slope 416min 412min 417min
Munson w/ slope 392min 391min 390min
Munson w/ slopeþPaux¼ 40 kW 382min 383min 387min
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SP ¼ mean piston speed (m/s)
SOC ¼ state of charge of the battery

T ¼ Temperature (K)
Tcyl ¼ in-cylinder gas temperature (K)

s ¼ torque (Nm)
v ¼ vehicle speed (m/s)

Vd,tot ¼ engine displacement ðm3Þ
V/ ¼ phasor representation of input phase voltage of IM

(V)
xEGR ¼ EGR rate

X ¼ exergy (J)
Xcomb,eng ¼ exergy destruction due to combustion irreversi-

bilities (J)
Xexh,eng ¼ exergy transfer of exhaust gas (J)
Xfric,eng ¼ exergy destruction due to friction (J)
Xfuel,eng ¼ exergy related to fuel (J)
Xintk,eng ¼ exergy related to intake air (J)

Xothers,eng ¼ exergy destruction of unmodeled phenomena (J)
Xwork,eng ¼ exergy related to work (J)

X1 ¼ stator reactance of IM ðXÞ
X2 ¼ rotor reactance of IM ðXÞ
x,y ¼ fuel chemical formula coefficients
Ztot ¼ phasor representation of equivalent impedance of

the whole IM circuit (X)
g ¼ energy efficiency
h ¼ slope (rad)
k ¼ air-fuel equivalence ratio
qa ¼ air density ðkg=m3Þ

wch,wph ¼ chemical and physical exergy flux J/mol)
x ¼ rotating speed (rad/s)

xsync ¼ rotating speed of magnetic field in IM (rad/s)

Notation

batt, cell ¼ subscripts for battery pack and battery cell,
respectively

dest, heat ¼ subscripts for exergy destruction and heat
exchange

eng, gen, mot ¼ subscripts for internal combustion engine, gener-
ator, and motor, respectively

I, E ¼ intake and exhaust gases
IM ¼ subscript for generic Induction Machine

in, out ¼ subscripts for input and output quantities from a
system

r ¼ chemical species
v ¼ phasor representation of the variable v:

v ¼ vðcos hv þ j sin hvÞ, where v is the amplitude,
and hv is the phase angle

_v ¼ time derivative of a variable v
0 ¼ reference state

Appendix A

In this Appendix, the formulation of the IM power losses as a
function of IM speed xIM, torque sIM, and temperature TIM is
reported. The IM losses terms are derived using the equivalent
circuit model of a single phase of the IM, shown in Fig. 25. Each
parameter of the equivalent circuit represents a quantity character-
izing the stator and rotorwindings:R1 andX1 are the stator resistance
and stator reactance, R2 and X2 are the rotor resistance and rotor
reactance, XM is the mutual reactance, and RC is a fictitious iron
resistance. The equivalent circuit parameters values are taken from
Ref. [45]. Since the value of the resistance RC was not provided in
Ref. [45], a reasonable value of 100 X is assumed5. The slip sIM of
the IM is an important quantity commonly used to define the relative
motion of the rotor and the magnetic field

sIM ¼ xsync � xIM

xsync

xsync ¼ 4 � p � fIM
nP

(A1)

wherexsync andxIM are the rotating speed of the magnetic field and
the rotor, respectively, fIM is the frequency of the alternating current
and nP is the number of poles of the machine. The stator and rotor
resistances are modeled as a function of the IM temperature TIM
[56], i.e.,R1=2 ¼ R1=2,0½1þ a � ðTIM � T0Þ�, whereR1=2,0 is the stator
and rotor resistance at the reference temperature T0 and a is a
constant depending on the windings material. The IM is an
alternating current electric machine: a phasor representation of
currents, voltages, and impedances is required to apply Kirchhoff’s
laws. Phasor quantities are denoted by an underscore, whereas their
amplitude is written without it. Using phasor representation, the
following relations hold:

I1 ¼
V/

Ztot

Ztot ¼ R1 þ jX1 þ 1
1
RC

þ 1
jXM

þ 1
R2=sþjX2

E1 ¼ V/ � R1 þ jX1ð Þ � I1
Pin,IM ¼ 3 � V/ � I1 � cos hI1

(A2)

where I1 is the stator current, V/ is the input voltage, Ztot is the

impedance of the entire equivalent circuit, E1 is the voltage across

the resistance RC, and hI1 is the phase angle of the current phasor I1.
In this study, theVoltage/FrequencyConstant Control [57] is used as
the low-level IM speed controller. Hence, the following expression
is valid for the constant torque region:

V/ � ffiffiffi
3

p

fIM
¼ Vnom

fnom
¼ constant (A3)

where Vnom and fnom are the nominal voltage and frequency of the
IM. It is now possible to formulate each term of the power losses as a
function of the equivalent circuit parameters and currents [36]

PSCL,IM ¼ 3 � R1 � I21
PRCL,IM ¼ 3 � R2 � I22
Piron,IM ¼ 3 � E

2
1

RC

Pout,IM þ Pfric,IM ¼ 3 � I22 � R2 � 1� sIM
sIM

� �
(A4)

where I1 and I2 are the stator and rotor current. Since the resistances
R1 and R2 are functions of the temperature TIM, the power losses
terms PSCL,IM andPRCL,IM are directly influenced by TIM; hence, gIM

Fig. 25 Equivalent circuit model of an IM

5In Refs. [53,54], and [55], the iron resistance for different IMs ranges between 10X
and 104 X
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is also a function of TIM. The friction losses are proportional to the
speed xIM, through the friction coefficient cfric [46], i.e.,
Pfric,IM ¼ cfric � xIM. Pout,IM is obtained using the following
equation: Pout,IM ¼ xIM � sIM. While Pout,IM and Pfric,IM are directly
calculated from xIM and sIM, the system of Eqs. (8), (A1)–(A4) is
solved to calculate the other power losses terms PSCL,IM, PRCL,IM,
and Piron,IM for every triplet (xIM, sIM, TIM). The MATLAB function
fsolve with the trust-region-dogleg algorithm [58] is adopted to
solve the system of equations.

Appendix B

For the sake of completeness, we explain how the optimal
operating line for the minimization of the genset exergy
destruction j _Xdest,gensetj is obtained. The same approach can be
used to obtain the OOLs for EMS and ExMS for minimization of
thermal emissions. The optimal operating line is defined as the set
of operating points (xeng, seng) owing to the lowest j _Xdest,gensetj of
those on constant-power curves [59]. Every ICE power request
Peng can be delivered by the set of operating points that satisfy the
equation

Peng ¼ xeng � seng (B1)

For a generic Peng value, the optimal operating point is the one that
minimizes the quantity j _Xdest,gensetj between the set of operating
points which satisfy Eq. (B1). The optimal operating line is
determined by selecting the optimal operating point for each value of
a discretized set of the engine power Peng.

Appendix C

For a given ICE power, the in-cylinder gas to wall heat transfer
increases with torque due mainly to the increasing in-cylinder gas
temperature [41]. This phenomenon can be explained by analyzing
the ICE Tcyl map and computing the relative minimum gas
temperature line from the ICE model [24]. Indeed, the minimum
in-cylinder gas temperature line, which is defined as the set of
operating points that have the lowest Tcyl of those on constant-power
curves, is located at high-speed regions, as shown in Fig. 26.
Therefore, the ExMS for the minimization of thermal emissions
tends to select high-speed operating points to obtain lower Tcyl, with
a consequently lower exergy transfer due to the heat exchange
between the ICE and the environment.
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