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Hierarchical Coordination of Two-Time Scale
Microgrids With Supply-Demand Imbalance

Yigao Du ", Jing Wu

Chengnian Long

Abstract—This paper focuses on the energy management
problem for Autonomous MicroGrids (AMGs), where internal
demand may exceed internal power supply provided by
Renewable Energy Sources (RESs) and Battery Energy Storage
Systems (BESSs). To derive a balance for the mismatched demand
response and energy supply, a three level hierarchical coordina-
tion strategy is proposed. The top level is responsible for energy
coordination between the Distribution Network Operator (DNO)
and AMGs. The DNO will purchase/sell energy from/to an AMG
that has surplus/deficient energy at a slow sampling period. The
medium level focuses on the local balance of each individual
AMG, which optimizes the charge/discharge energy of BESSs
and dispatches of the aggregator with the same sampling period
as the top level. The bottom level will make load cutting decisions
according to the optimization results of the medium level in the
case of supply-demand imbalance, which is updated of a fast sam-
pling rate. Furthermore, the two-time scale optimization scheme
is applied to reduce the effects of bidirectional disturbances
caused by the randomness of RES operation and elastic loads,
as well as efficiently solve a different time scale energy schedul-
ing. Simulation results show the effectiveness of the proposed
methodology.

Index Terms—Autonomous microgrids, renewable energy
sources, two-time scale, hierarchical coordination, demand
response management.

I. INTRODUCTION

ITH an increasing number of smart users, energy
Wscheduling for Autonomous MicroGrids (AMGS) is
becoming more challenging due to the time varying power
consumption and the random power utilization time. Moreover,
with distributed Renewable Energy Sources (RESs) deeply
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penetrated into AMGs, negative effects related to the inter-
mittent and randomness of RESs, are challenging the way
energy has to be managed. Challenges due to energy coordi-
nation, including bidirectional disturbances from supply-side
and load-side with various operating time scales, have caught
more and more interests over the past few years [1].

These disturbances, in addition to low inertial support,
can lead to significant fluctuations in power balance. Fast
acting Battery Energy Storage Systems (BESSs) can be
employed to mitigate such balancing issues [2]-[5]. In [2],
an optimization model including battery loss cost is estab-
lished to obtain a set of optimal parameters of operation
strategy in order to realize the economic operation of stan-
dalone microgrids. Reference [3] proposes a distributed control
strategy for BESS coordination to maintain the supply-demand
balance and minimize the total power loss associated with
charging/discharging inefficiency. A novel stochastic planning
framework is proposed in [4], which determines the optimal
BESS capacity and installation cost in isolated MicroGrids
(MGs) using a new representation of the BESS energy dia-
gram. A methodology is presented in [5] to minimize the total
cost of buying power from different energy producers, which
is primarily based on the controlled operation of a BESS in the
presence of practical system constraints. However, significant
variability from loads and RESs may also cause undesirable
cycling in BESSs as these devices will need to charge and
discharge frequently to help compensate for such variability.
In addition, energy storage may not always be available due
to the limits imposed to it. Therefore, proper coordination of
AMG:s is essential guarantee that RESs are utilized efficiently
while ensuring system-wide dynamic balance [6]—[8].

Although AMGs can cooperate with each other, few
research works consider their dynamic random fluctuations
at the different time scales of supply-side and demand-side
simultaneously. The concept of multi-time scale is proposed
in [9]-[12]. In [9], a different time-scale dispatch scheme is
applied to smooth out the fluctuations of RESs, which focuses
on the supply-side. For disturbances caused by the demand-
side, a hierarchical control strategy is developed in [10],
which solves the problem of peaks and valleys of loads over
multiple time scales. Reference [11] proposes an improved
multi time-scale co-optimization algorithm for AMG coordi-
nated scheduling to meet customer’s demands. The authors
of [12] present a multiple-time-scale rolling optimal dispatch-
ing framework to cope with the impact of predicted source-
load deviations on AMGs. The aforementioned multi-time
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scale coordinated strategies are centralized or distributed,
and mainly focused on the energy management, where the
total power production matches the long-term demand. We
proposed a novel conditional probability distribution model to
characterize the dynamic process of energy dispatch of short-
term energy dispatching [13]. However, these strategies are
not applicable to the scenario where the demand may exceed
the supply. Specifically, the failure of AMGs in load feeding
is common in inslanded mode, with impact on the stability
and reliability of the whole system [14]-[17].

It should be pointed out that most of the published research
focuses on the overall system balance between supply and
demand side [18]-[20]. In this paper, a two-time scale and
multi-step coordinated control method for AMGs based on a
hierarchical coordination framework is proposed for the case
that the demand may exceed the supply. This situation is very
common in isolated mode since the system is decoupled from
the main grid and the supply depends on uncontrollable RESs
and limited battery usage, which may not match the demand at
all times. A specific characteristic of the proposed architecture
is that it is divided into three levels to satisfy their goals to
make it easier to manage and operate the system. The main
contributions of this paper can be summarized as follows:

1) Our research work investigates the energy manage-
ment problem where the supply may be less than the
demand for the whole system. No assumption is made
on the overall supply of AMGs has to match the overall
demand. This is reasonable for AMGs since the AMGs
are isolated from the main grid, RES and loads have
uncontrollable uncertainties. The proposed energy man-
agement strategy can deal with the imbalanced energy
effectively by shifting or cutting loads based on users’
needs.

2) A three-level hierarchical control structure is designed
to coordinate the sub control systems, which can reduce
the disturbances caused by the randomness of RESs
and loads. Different from the standard three-level (top-
medium-down) architecture, where the top level opti-
mizes energy dispatch on supply-demand balance sce-
nario, the medium-top-down control structure proposed
in this paper is suitable for the energy dispatch on
supply-demand imbalance scenario. In fact, the top level
may not have enough power to trade among AMGs in
autonomous mode while the medium level can coordi-
nate the imbalanced energy initially through the local
BESS. In the proposed control structure, the top level is
optimized in a second moment, depending on whether
there is surplus of energy or not.

3) A two-time scale energy optimization management
approach is proposed, where different layers perform
over different sampling periods. A slow scale time is
used to deal with the top and medium optimization
level to achieve the overall system balance in the long-
term. Morever, the bottom level optimization problem is
established to meet users’ demands at a fast scale.

The rest of this paper is organized as follows. AMG design

and battery modeling are briefly introduced in Section II
In Section III, we formulate the problem as a hierarchical
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Fig. 1. Schematic of the microgrid systems developed in this paper.

coordination scheme. Section IV presents the proposed multi-
step and two-time scale optimization problem and its solution.
Simulation results and discussion are presented in Section V,
and conclusions are given in Section VI.

II. AMG DESIGN AND MODELING

In this section, we provide detailed modeling of the dynam-
ics of AMG components and their constraints.

A. Description of AMG

A cooperative network of M AMGs is illustrated in Fig. 1.
Each microgrid is equipped with RESs (PhotoVoltaics (PV),
Wind Turbines (WT) and fuel cells), BESSs and loads. In
the case where each microgrid is operated in autonomous
mode, the load demand will firstly be supplied by RESs and
BESS units locally. Through the advanced metering infrastruc-
ture, each microgrid can receive the published data from the
Distribution Network Operator (DNO), and have the options
to share its own information with DNO. It is assumed that
all AMGs are connected to the same DNO and the power
exchange can take place in both directions.

It is easy to see that the framework in Fig. 1 is a distributed
control architecture, where each AMG has its own controller
and shares information with other subsystems. Each AMG
achieves energy coordination only through the DNO since no
extra power lines are required among AMGs in practical cases.
Moreover, the power generation in the network of AMGs is
mainly based on RESs.

B. Demand Response Management

Let P{‘(k) denote the total power demand of users in
microgrid i € M at time k. We classify the loads into two cate-
gories [21]: critical loads and elastic loads. The critical loads,
such as freezer and illumination demands, can always be met
over time. The elastic loads, such as heating, drying, illumina-
tion demand and Plug-in Hybrid Electric Vehicles (PHEVs),
can be flexibly scheduled over time.

The Demand Response Management (DRM) can only con-
trol the elastic loads, and be categorized into time-based and
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incentive-based programs [22]. Time-based programs encour-
age users to adjust their load profiles according to the varying
prices of the electricity while the incentive-based ones provide
motivated payments for users who reduce electricity use at
certain hours [23]. In [24], the difference between initial load
PiL (k) and responded (curtailed) load APZ-L (k) can be presented
as virtual power generation as follows:

PPR(k) = PE(k) — AP (k) (1)

For the case that customers prefer comfortable needs rather
than curtailing the loads, they have to pay extra price for
comfortability. In determining the cost attached to provid-
ing Demand Response (DR), incremental marginal cost is
proposed to treat the amount of curtailed demand as a virtual
generation unit as shown in [25] and [26].

With the consideration of customers’ satisfaction request,
the cost function of the virtual generation unit, J; pr(k), is
finally defined as below:

Jipr(k) = %a,-APRk)2 + b APE (k) 2)

where a; and b; are independently positive coefficients of
curtailed demand vs. discomfort cost.

C. Battery Modeling

Exchange of electric energy in power systems relies heavily
on executing the scheduled strategies. Deviations from these
schedules lead to an imbalance between supply and demand
and are usually penalized by the regulator. BESSs can be used
to compensate imbalances arising from uncontrollable loads
and generators and thereby minimize imbalance penalties.
Meanwhile, the actual operation of a battery system leads to a
decline of life time in terms of allowable charging/discharging
rate [27]-[29].

We denote E;(k) as the energy stored in the BESS of
microgrid i, with the associated piece-wise affine (PWA) LTI
representation [6] being

Ei(k) +nf"PPPS k), PPES (k) > 0

: 3
Ei(k) + 1/ PBESS (k), PBESS (k) < 0 ©)

Ei(k+1) = {

where P?ESS (k) is the overall power mismatch for microgrid
i at time k defined as [30]:

PBESS (k) = PRES (k) — PE(k) 4)

where PPESS(k) > 0 and PPESS(k) < 0O means BESS
charging and discharging, respectively. /" is the charg-
ing/discharging efficiency. PfES (k) is total renewable energy
generated by microgrid i at time k.

In this study, we assume that the BESS can only be either
charged or discharged during the whole period. In order to
penalize the high charging rate and high discharging rate of
BESS, the following cost function is proposed

i bar (k) = PBESS (k) (5)
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D. Constraints

The proposed model is restricted by some constraints,
classified as follows:
Constraint 1: demand response constraints

PL<Pl(k)y <P YieM (6)
0 < APL(k) < APF VieM (7

where I_’iL is the minimum active power of total demand; I_JiL
is the maximum active power of total demand, which should
be smaller than the electrical line power to satisfy the power
flow constraint, and AEL is the maximum energy dispatch of
controllable loads.

Constraint 2: battery limits

0<Eik) <E,VieM ®)

PP < PPy < PP viem ()

where E; is the upper bound of stored energy in microgrid i.
B?ESS and I_J?ESS denote the minimum and maximum charg-
ing/discharging limits of the BESS, respectively.
Constraint 3: renewable power limits
0<PRES(ky <P viem (10)
where FfES is the maximum output power produced by the
renewable source, which is limited by the total capacity of
electrical lines. The implementation of RESs in the AMG
gives EMS a more cumbersome task to track the instanta-
neous supply/demand balance. RESs are considered to have
a great variation due to natural processes such as storms and
clouds. Hence, we assume that the RESs in each AMG operate
between its minimum and maximum power output limits.

III. PROBLEM FORMULATION
A. Control Architecture

We consider a setup as depicted in Fig. 1. The operation
of each AMG aims to satisfy supply-demand balance and
meanwhile to minimize the operational cost. To address the
uncertainties arisen by RESs and load demands, a hierarchical
control framework is developed in this paper, which includes
three levels as shown in Fig. 2.

In the top level, DNO can be regarded as a higher-level
autonomous control, who is responsible for maintaining the
system-wide supply-demand balance. In addition, from the
behavior of each AMG, DNO decides the energy exchange
with the AMGs. This can be considered as a global control
objective, which has to be achieved through the operation of
all entities. The medium level focuses on local AMGs and
various controllers may perform several tasks independently.
The objective of each local AMG is to coordinate operation of
different energy modules and supply the demanded energy to
users. The bottom level is managed by the aggregator, which is
introduced to compensate the deviations between supply and
demand from upper level schedules. Each aggregator man-
ages all of elastic users in each AMG to realize a hierarchical
control architecture for those users.
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Fig. 2. Hierarchical coordinated energy management architecture.

B. Hierarchical Optimization

In practical scenarios, the energy coordination layer and the
load dispatching layer are performed with different sampling
periods in the AMG. Morever, there also exists information
exchange between different layers in both directions. A two-
time scale control strategy is adopted to solve the different
time scale scheduling problem. Three optimization problems
have been formulated. Given that the demand may exceed
the supply among the whole system, the DNO may not have
enough power to trade with AMGs. Hence, the optimization
in the medium level is firstly solved in the slow time scale
framework. Based on the load demands, RESs prediction
information, and BESS charge/discharge, the power exchanged
between each individual AMGs and DNO and the energy dis-
patched within an aggregator are optimized. If critical loads’
requests cannot be satisfied or surplus of RESs can be provided
to DNO, the imbalance information of local AMGs will be
uploaded to the DNO. Secondly, the optimization problem in
the top layer will coordinate energy exchange between DNO
and AMGs at the same rate as that the medium layer. The
optimal allocation to users are deduced and transferred to
the bottom layer as the constraints for the third optimization
problem. Finally, the third optimization is realized in the bot-
tom layer. The aggregator optimizes energy allocation to users
at a fast scale sampling period.

IV. TWO-TIME SCALE AND MULTI-STEP OPTIMIZATION

The multi-step optimization for the two-time scale problem
is formed by three parts: the self-scheduling in the medium
level is to coordinate several types of energy requests at a
slow time scale; rescheduling in the top level determines its
decision making based on the each reaction of AMGs at a slow
time scale; DRM in bottom layer is implemented to manage
dispatchable loads at a fast time scale. For any subsystem
i=1,2,..., M, the notation (-);(k + [|k) is used to represent
the predicted data at time instant k + [,/ > 0, based on data
at time k.

A. Step 1: Local Optimization

1) Objective Function: The main objective of the medium
layer is to achieve peak shaving and load shifting within the
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customer satisfaction as follows:
Ny

l=
+ & (PG4 LI — PSk+1i0)” (1D

where N; is the energy scheduling period (24 hours in one day)
and [, is the slow time interval, §;,i=1,...,M,j=1,...,3
are weighted coefficients, X;j(k) is the price of exchanged
power at time k and is represented by the actual electrical
price, which is related to the type of AMG and the relevant
government policy. In (11), P? (k+I|k) is the power purchased
from DNO, and Pis(k + L;]k) is the power sold back to DNO.

The first term in the objective function is related to schedul-
ing the BESS to maintain the local balance between supply
and demand in the AMG, while the second term is related
to minimizing discomfort costs of controllable loads. The last
term characterizes the optimized amount of purchased energy
from DNO. Thus, Problem 1 can be written as

min Dy
Ui(k+ls|k)

(12)

where U;(k + [;|k) € ©; is the vector of decision variables as
follows

m@+hm={A¢@+um PB(k + I5]k)

PG+ 1] (13)

and €; is the set of admissible controls for subsystem i,
APiL(k + [s|k) is the adjustment for power dispatch of aggre-
gator, P}B (k + ILs|k) is the power purchased from DNO,
Pf(k + [s|k) is the power sold back to DNO for system i.
The solution to Problem I is denoted by Uf(”) and Uf(p) =
(U k), U (k + 1[k), ..., U (k + Ny — 1]k)]7.

2) Constraints: The power balance and some physical lim-
itations of the devices in the ith AMG, such as trading power
limitation of each microgrid and total capacity limitation of
electrical lines, must be satisfied with the local objective
function. The electricity purchased (sold) from (to) DNO is
bounded as

0<PPk+10k) < P70 < PSh+ LIk <P, (14)

The other constraints in the medium level

are (1), (3)-(4), (6)—(10).

layer

B. Step 2: DNO Optimization (Rescheduling)

In the proposed framework, DNO is considered as a com-
mon coupling node which trades energy with AMGs. It
receives imbalanced energy information from each AMG and
determines an optimal trajectory for each AMG. As a higher-
level autonomous entity, DNO makes a strategic decision to
guarantee each AMG’s profit and satisfactory. At each con-
trol cycle, AMGs will send its own request and follow the
optimal trajectory that DNO returns. AMGs are the ones that
seek to satisfy their customers with certain comfortable level
and maximum revenue. DNO guarantees that the requests from
AMGs are mostly fulfilled according to priority and bid rule.
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By doing so, local AMGs can meet the demand of their loads
in an economical manner with high user satisfaction.

1) Objective Function: To formulate the DNO optimization
problem, the cost of power exchange from the medium
layer is considered. The DNO’s objective function can be
formulated as

Ny M
Dy = Z((Z /\i(k)(P?(k+ Llk) — P3(k + lslk))2>

l=1 i=1

2
T A(k)(PgNO(k+ls|k) —wao(k+1s|k)) )

15)

where A(k) is the average price of AMGs over the optimization
horizon defined as follows

it i)
M
and PgNO(k + Is|k) is the power purchased by DNO from

AMGs, and P%No(k + [|k) is the power sold by DNO to
AMGs. Thus Problem 2 can be written as

A(k) = (16)

min @) (17
Uj(k+1s]k)
where U;(k 4 [5|k) is given in (13).

2) Constraints: The model includes equality and inequality
constraints.

The power exchange balance between DNO and AMGs
must be satisfied. Related equality constraints are as follows:

M

> PPk + LK) = Pyo(k + LIk (18)
i=1

M

D Pik+ Llk) = Ppyo(k + Lslk) (19)
i=1

M M

D PRk + Ik =Y Pik+ LK) (20)

i=1 i=1
In our settings, critical loads of the whole system can always
be met even though local critical loads of individual AMG
may not be satisfied. Hence, (21) is necessary to describe this
assumption.

M M
Z(PfES(k + LIk + Eik + lslk)) > 3 PPR(k+ LIk

i=1 i=1

2y

In addition, inequality constraints are the same as those for
the medium level model, which are (6)-(10), (14).

C. Step 3: Aggregator Optimization

By solving the above optimization problem, we can obtain
the optimal solution U;' (k+I|k), that is the optimal adjustment
for power dispatch of aggregator AP,L* (k + Ls)k), power pur-
chased from DNO Pf *(k+ ILs]k) and power sold back to DNO
P;s* (k + I;]k). Based on the optimal information in the upper
level, the aggregator of each AMG optimizes power allocation

IEEE TRANSACTIONS ON SMART GRID, VOL. 11, NO. 5, SEPTEMBER 2020

to users at a fast time scale in the bottom level. According
to (1), the optimal power of the aggregator PlDR*(k + Ls]k) is:

PPR*(k + [lk) = PE(k + k) — APF*(k+ Iilk)  (22)

Since the upper layer and bottom layer are optimized on a
different sampling scheme, we set

U (k+ Iy + nlflK) = UF (k + LK),
n=0,...,((L/k) = 1)

where Ir is the fast sampling period.

1) Objective Function: The objective of the aggregator is
to optimize energy allocation to users so that the real-time
supply and optimal energy allocation can be satisfied in the
short-term as follows:

(23)

(Is/lp)—1 )
O3 = Z (nn (AP,.L(k + Is + nlf|k))
n=1
+ 0 (PPR(k + I + nlylk)
2
- PPRh+LI0)T) 4
where n;,i = 1,...,M,j = 1,...,2 are weighted

coefficients.

The first term in the objective index is related to the
minimization of the operational cost to adjust for the con-
trollable loads while the second term is to track the optimal
trajectory PiDR* (k + Ls|k) from upper layer. Thus Problem 3
can be written as

min
zi (k+ls+nlf|k)

3, (25)
where the decision variable z;(k-+[;-+nlf|k) € Q; for Problem 3
is chosen such that

ik + 1+ nlplk) = [APE(k+ L+ niplk)] (26)

The solution to Problem 3 1is denoted by z;.k(p) =

[P (klK), P (ke + L + [ 1), .. 277k + (Uy/l) — 21017

2) Constraints: The problem constraints are related to the
demand response. So all constraints in the bottom level model
are (1), (6)—(7), (22).

D. Two-Time Scale Hierarchical MPC Algorithm

As discussed earlier, we accept the optimal information
from upper layer PiDR*(k + Is]k) and allocate the energy to
users to satisfy the demand in real time. In this framework,
the top layer DNO controller and medium layer are executed
periodically every [ time intervals (a scheduling cycle), while
the bottom layer aggregator controller is executed every [y time
intervals equivalent to the duration of a control cycle. Let p
represent the number of allowable iterations for the sampling
interval.

In this way, at the beginning of each scheduling cycle, local
AMG will first shift the load by solving a Problem 1. The com-
puted information that the local AMG has surplus/deficient of
energy is then sent to DNO. DNO schedules the energy among
AMGs by solving Problem 2. Algorithm 1 describes the
proposed slow-time scale hierarchical coordination algorithm.
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Algorithm 1 Slow-Time Scale Hierarchical Coordination
Algorithm
1: Initialization E;(0), PRES(0), PE(0), PE(0), P3(0), and
APEO0), Vi=1,....M
2: for k=1 d(}/[
3:  Receive ZPZBESS (k) from the DNO controller, mea-

i=1
sure E;(k), PfES(k) and PiL (k) at local controller;
update the distributional forecasts PfES (k+15k), P{‘ (k+
lslk), PB(k + I|k), P5 (k + I;|k) and APE(k + L|k).
4 if PPESS(k+151k) < O and PRES (k+I|k) + E; (k+14]k) >
PPE(k + I;|k) then

5 while p; > € and p < p;u do

6: U = arg(Problem 1),Vi=1,2,..., M.

7 forVi=1,2,...,M do

8: U —wiU? + (1 —wyu?™!

9 pi < U7 =027,

10: end for

11: p < p+ 1 and go to step 5.

12: end while

13:  else

14: while p; > € and p < pax do

15: U;k(p) = arg(Problem 2),Yi=1,2,...,M.

16: forvi=1,2,...,M do

17: U« wiUt? + (1 —wyu?™!

18: pi < U7 — Uf_1||.

19: end for

20: p < p+ 1 and go to step 14.

21: end while

22 Send the optimal control sequence U;' (k+I;|k) to the
load aggregator.

23:  end if

24: k< k+ 1 and go to step 2.

25: end for

In each control cycle, the aggregator controller receives the
optimal control command PiDR* (k 4+ I;lk) and cut the real-
time loads by solving Problem 3. The proposed fast-time scale
DRM algorithm is presented in Algorithm 2.

E. Convergence of the Proposed Algorithm

Theorem 1: If ®; satisfies the form in (11), then ®y; is
convex over the set ;.

Proof: From (11), we have ®; > 0. Rewriting the objective
function in (11) based on the distributed discrete-time system
model, we have

N;
@1 = Y (Uik + L) $1 Uik + L)
li=1
+ S2Uitk + I5lk) + 83) = 0 (27)

where

1
>aibi2
Si

&inhi(k) >0,
&izhi(k)

Algorithm 2 Fast-Time Scale DRM Algorithm

1: Initialization PX(k + I;) and APF(k+ 1), Vi=1,....M

2: Receive the optimal control sequence Uj (k + Ls|k).

3: while n < (I;/lr) — 1 do

4 Get the estimation of PF(k + I, + nly|k) and APF(k +

Iy + nl¢|k).

5 while p; > € and p < puc do

6: zf@) = arg(Problem 3),Yi=1,2,...,M.
7: forVi=1,2,...,M do
8
9

Z < w,-zf(p) +(1— w,')z‘l?_1
: pi 2 — 2.
10: end for
11: p < p—+ 1 and go to step 5.
12:  end while
13:  Implement the optimal control solution APiL* k+ 15+
nly|k), shift the corresponding loads.
140 n<n+1 and go to step 3.
15: end while

bi&pn
Sy = 0 >0,

0
S3 = £n PPESS (k)2 > 0.

If we take the second derivative of (27), then
1
Dy = 2Nx(§ai-§i2 + 2&3?»1‘(/6)) >0

Thus, ®y; is convex. |
Theorem 2: If &, satisfies the form in (15), then &, is
convex over the set ;.
Proof: From (15), we have ®; > (. Rewriting the objective
function in (15) based on the distributed discrete-time system
model, we have

Ny M
®) = Z((Z Uik + 1s|k)" S Uitk + zs|k)> + Ss) =0

=1 i=1

(28)
where
0
Sy = Ai(k) >0,
Ai(k)
< 2
S5 = a(k) (PgNO(k + k) — Py (k + ls|k)) > 0.
If we take the second derivative of equation (28), then
M
®y = 4N, Y ri(k) = 0
i=1
Thus, @, is convex. [ |

Theorem 3: If ®j; satisfies the form in (24), then ®3; is
convex over the set ;.

Proof: From (24), we have ®3; > (. Rewriting the objective
function in (24) based on the distributed discrete-time system
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Fig. 3. Schematic of the studied microgrids.
model, we have

(/1)1

®3; = j{:

n=1

(ai(k =+ &g+ 1) Sezi (O + 1y + iy 1)

— Syzi(k + I + nlflk) + Sg) >0 (29)
where

Se = ni1 +ni2 >0,
S7 = 2(Pf (k + Is + nlylk) — PPk + 5]k)) = 0,

S = (PE(k + Iy + nls k) — PPR*(k + ,]))” > 0

If we take the second derivative of equation (29), then

®3; = 2((Is/ly) — 1) (i +12) = 0

Thus, ®3; is convex. ]

From Theorems 1,2 and 3, ®y;, ®,, $3; are convex and
bounded from below. Using [31, Lemma 1], the sequence of
cost functions ®1;(U?) and ®,(U’) generated by Algorithm 1,
and <I>3i(z§7 ) generated by Algorithm 2 are non-increasing with
iteration number p. Hence, the proposed algorithms are con-
vergent based on the above conditions. The detailed proof is
similar to [31, Lemmas 1 and 2]. For simplicity, the proof is
omitted.

V. CASE STUDY

The structure of system analyzed in this paper is illustrated
in Fig. 3. The considered radial distribution network includes
three AMGs which are equipped with PV, WT, fuel cells, bat-
tery and local loads. In the test system, AMG 1, AMG 2 and
AMG 3 are connected to the network via black dashed lines.
The connection line between DNO and AMGs is shown via
double headed arrows. In addition, to express the possibility of
exchange the information between AMGs, blue dashed lines
via double headed arrows accessed to connect the AMGs. To
simplify the mathematical discussion, the power and energy
were converted to power unit (p.u.). We use an MPC control
horizon of Ny = 24, which corresponds to one hour intervals
over a 24 hour period. The slow sampling period I; of local

IEEE TRANSACTIONS ON SMART GRID, VOL. 11, NO. 5, SEPTEMBER 2020

TABLE I
INITIAL CONDITIONS USED IN SIMULATIONS
AMGs PiRES(O) PF(0) | PP(0) PiS(O) AP[(0)
AMG, 25 20 0 0 0
AMGq 10 18 0 0 0
AMGs5 20 28 0 0 0

I T T T S T T T Y Y S|

0 1 1 1 1 1 1 1 1
123 456 7 8 91011121314 151617 18 19 20 21 22 23 24
Time(hour)

AMG2

T T T T T T T T T T 1T

S T T S T T Y Y |

123 456 7 8 9 1011213141516 17 1819 20 21 22 23 24
Time(hour)
AMG3
T

100

Power(p.u

S T T S T T T N |

12345678 91011121314 151617 18 19 20 21 22 23 24
Time(hour)

Fig. 4. Profiles of the RESs and loads of AMGs.

AMGs and DNO optimization are set by 1 h; the fast sampling
period [y of aggregator optimization is set to 15 min.

A. Simulation Setup

Set the minimum active power of total demand B,I-‘ to 10 p.u.,
and P~ = 100 p.u., AP" = 70 p.u., Vi = 1,2, 3. The maxi-
mum power of RESs are 100 p.u. The initial energy values of
the three batterles are set to E1(0) = 30, E;1(0) = 20, E1(0) =
50 p.u,, PBESS P , E; are chosen to be —30 p.u., 30 p.u.,
50 p.u. respectlvely, and nCh =0.7, nd‘h =0.65,Vi=1,2,3.
The initial conditions of other variables are shown in Table I.
Also, the upper bound of buying/selling electricity from/to
DNO is set I_’fg = 30 p.u. and I_’iS = 30 p.u., respectively. Let
the cost weight coefficients be &; = 0.8, &> = 0.1, &3 = 0.1,
ni1 = 0.6, 0, = 0.4 and y;; = 0.3, yp =0.7.

B. Results and Discussion

Along with the data provided in Section V-A, realistic data
of both the load demands and RESs output profiles are needed,
as well as the market electricity prices. These are shown in
Figs. 4, 5 and 6. Fig. 4 gives the profiles for the RESs and
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Fig. 5. Market electricity price in China.
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Fig. 6. Imbalanced energy profiles of AMGs.

loads of the three AMGs during a 24 h period, while Fig. 5
collects the unitary trading prices between DNO and AMGs.
From Fig. 4, we can see that during 7-9, AMG 1 has surplus
power to DNO since RESs are higher than the load demand.
However, AMG 2 needs to buy some power from DNO since
the load demand is bigger than RESs supply while the supply-
demand in AMG 3 is nearly balanced. Fig. 5 indicates how
the price for trading energy is dependent or responds to the
surplus/deficit energy accordingly. It is forecasted according to
generation price, customers’ satisfaction and battery’s charg-
ing/discharging cost. When there is a deficit, the market price
is increased due to the scarce resources and will fluctuate
according to AMGs’ decision. For example, during the 12-17
time window, the price is as low as 0.2 Yuan because there
is surplus of RESs to supply the loads among AMGs. On the
other hand, the price during 20-21 is as high as 0.8 Yuan due
to a RES deficit at night.

Fig. 6 presents the imbalanced energy of each AMGs, where
positive values indicate that the AMG has a surplus of energy,
and negative values indicate that there is deficit in energy
request. It is easy to see that during daytime, AMG 1 has
energy surplus while AMG 2 has energy shortage. At night,
there exists energy deficit in all of AMGs because of shortage
of RESs. Especially during the time interval 3-14, the power
generation of renewable energy of AMG 1 has a surplus in
power while AMGs 2 and 3 need power. Thus, those AMGs
must apply the proposed method to support the loads.

1) Results of Step 1: The local optimization results for each
AMG, which are determined by the medium level, are given
in Fig. 7 and Fig. 8. The corresponding results of the con-
trol action are then sent to the upper layer DNO and lower
layer aggregator. Fig. 7 presents charging/discharging profiles
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(p.u.)

BESS

Optimized P.

Time(hour)

Fig. 7. Battery charging/discharging signals for AMGs in response to DRM.
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T
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12345678 91011121314151617181920212223 24
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Fig. 8. Load profiles of AMGs in response to DRM.

of BESS in one day. The figure illustrates that the BESS of
each AMG can be operated in their limited range, varying from
—25 p.u. to 25 p.u.. For example, AMG 1 can charge the local
BESS at 4am because the supply is larger than the demand.
The BESS cannot be discharged at 21-24 because the capacity
has reached the lower bound limit. Fig. 8 displays the optimal
energy management of each AMG before/after load shifting
in response to their own DR, e.g., the load with DRM has
been shifted accordingly during 19-24 since RESs in AMG 1
are not sufficient for the load in Fig. 4. Similarly, the load in
AMG 2 and AMG 3 have been shifted, respectively.

2) Results of Step 2: After receiving the requested
information from the local AMG, the DNO scheduling is
implemented according to the overall surplus energy of the
whole system, which is reported in Fig. 9. A positive value
indicates that the energy has been purchased by the local AMG
from DNO. A negative value indicates that AMG has sold such
amount of energy to DNO. For example, at 7, AMG 2 pur-
chases 10 p.u. from DNO and AMG 1 sells 5 p.u. to DNO,
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Fig. 9. Trading power in DNO optimization.
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Fig. 10. DR in Aggregator optimization.

while there is no trading in AMG 3. This indicates that there is
still supply-demand imbalance among AMGs. Next, the aggre-
gator optimization is executed. Those information will be sent
to Step 3 optimization for load shedding.

3) Results of Step 3: The hourly optimization done at Step
1 and 2 can achieve effective utilization of energy in the long
term. Thus, the optimal solution is sent to the load aggregator
for execution. At the bottom layer, the balance between supply
and demand can be achieved in the short term, as illustrated
in Fig. 10. Compared with no demand response strategy, the
total amount of load shedding in the whole system is 723 p.u.
during one day. It is clear that real time optimization at a
fast-time scale can be tracked by the optimized curves at a
slow-time scale.

In order to assess the level of RESs effficiency utilization,
we define the Energy Balance Ratio (EBR) as

_YE PES (k)

EBR = —/————,
S PPR(K)

(30)
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Fig. 11. Comparison of EBR utilization.

where PfS (k) denotes total power supply at time instant k as
follow

PES (k) = PRES (k) + PPESS (k) + PE (k) — P} (k)

In Fig. 11, we can see that the EBR with our proposed con-
trol method is above 90% during all times. From 11 to 14,
both lines are also flat because local AMGs can be self-
sufficient. However, as can be seen from simulation results,
there are a lot more differences when there are no solar sources
from 19 to 24.

€1y

VI. CONCLUSION

This paper provides a new hierarchical scheme for the
coordinated energy management of AMGs. Due to different
control layers implemented with different sampling periods,
the optimization problem for each layer accounts for the dis-
turbances in both supply and demand sides. At the slow scale,
the proposed decision-making process seeks to minimize the
operational cost of AMG owners in the long term taking into
account the minimization of the DNO’s trading costs. AMG
owners schedule their RESs, BESS and load consumptions to
achieve the local balance in the medium layer. On the other
hand, DNO participates in the energy market and is associ-
ated with AMGs in the top layer, and interacts with AMG
owners to feed electrical loads implementing demand response
program during the scheduling horizon. At the fast scale, the
energy balance between supply and demand of smart users can
be realized in the short-term. Simulation studies demonstrate
that the proposed control scheme can be utilized at different
layers for multi-step decision-making objectives. Future work
will focus on including technical constraints such as reactive
power and thermal limits for AMGs, as well as the extension
of the proposed framework to active distribution system.
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