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• 0-D lumped model is found to be ac-
curate enough for many application
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A B S T R A C T

As the Organic Rankine Cycle Waste Heat Recovery (ORC-WHR) gained research attention in recent years, the
evaporator models are required in plant modeling and model-based controls. However, model comparison and
selection works are lacking in ORC-WHR application. Different from the modeling work in literature, this paper
aims to first time present a comparative study of three evaporator models for Organic Rankine Cycle Waste Heat
Recovery (ORC-WHR) systems using the same set of identification parameters and experimental data. Finite
volume model and moving boundary model are the most popular modeling methodologies in the field of ORC-
WHR. Meanwhile, 0-D lumped models attract some research attention thanks to their low computational cost
and least modeling effort. This paper first presents the three models, which are then validated with experiments
data collected in a heavy-duty diesel engine ORC-WHR system. In the model comparison process, accuracy,
computational cost and modeling effort are evaluated. All three models exhibit decent working fluid vapor
temperature prediction accuracy with 6.6 K of mean error and 1.27% mean error percentage both in steady state
and transient conditions. 0-D lumped model is found to be accurate enough for many application purposes,
which is not found in literature. Based on the comparison results, model selection recommendation is given
based on disparate application purposes and different phases of ORC-WHR system development.

1. Introduction

As internal combustion (IC) engines continue to increase in

efficiency, additional engine efficiency and emissions improvements
come at an ever-increasing incremental cost. Meanwhile, IC engines
still waste 30–60% of the fuel energy as heat through tailpipe (TP)
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exhaust gas, exhaust gas recirculation (EGR) cooler, charge air cooler,
and engine coolant [1–3]. Thus far, waste heat recovery (WHR) tech-
nologies generating electricity or mechanical power have achieved
3–5% fuel economy improvement in experiments [1].

Popular WHR techniques include thermoelectric generator (TEG),
turbocompounding, and organic Rankine cycle (ORC). TEG technique
generates electricity from the temperature difference across the ther-
moelectric material [4,5]. It has the merits of lightweight and compact,
while limited by the low efficiency and high cost of the thermoelectric
materials [6]. Turbocompounding technique is generally considered in
the heavy-duty diesel engine and installed after the turbocharger [7]. It
extracts the engine waste energy and turns it into electricity [8] or
mechanical power of crankshaft [9]. Like TEG, turbocompounding is
compact. However, as the exhaust gas already undergoes an expansion
process in the turbocharger, the efficiency of the second stage expan-
sion in turbocompounding is not high. Among IC engine WHR tech-
nologies, the ORC has expediently gained traction thanks to its wide
range of existing applications [10–12] and high recovery efficiency.
Other than utilization of an organic working fluid, the ORC is funda-
mentally identical to the operational cycle of steam power plants.
Steam power plants burn coal or oil to evaporate water and produce
high pressure steam. Then the high pressure steam expands through a
turbine, which rotates a generator for electricity production. Similarly,
in the IC engine application, the ORC utilizes waste heat to evaporate
the organic working fluid and produces high pressure vapor, which
then passes through an expansion device to generate power. The
schematic of the ORC system is shown in Fig. 1. The ORC-WHR re-
searches in IC engine application have been soaring in the past decade.
Both the academic institutes [13–15] and industry companies [1,16,17]
get involved in the ORC-WHR techniques. The literature in this field can

be grouped based on the different aspects as follows: modeling [18,19],
control [20,21], optimization [15,22,23], component design [24,25],
and experiments [1,26,27].

Accurate models are critical to all stages of ORC-WHR system de-
velopment: design, simulation and optimization. Of all the ORC-WHR
system components, heat exchanger modeling dominates the system
physics and dynamics. The working fluid phase change occurring in the
heat exchangers induces nonlinearities due to the disparate thermal
properties of the liquid, vapor and mixed phases. Additionally, the
evaporator determines the energy flow into the entire ORC system.
Accurate energy source estimation is crucial for the accuracy of
downstream parameters calculation. Therefore, the heat exchangers
models play an important role in the ORC-WHR system modeling and
are the focus of this work.

In current literature, three types of dynamic heat exchanger mod-
eling methodologies permeate the ORC-WHR research landscape: (i)
Finite volume method (FVM), (ii) Moving boundary method (MBM),

Nomenclature

A area [m2]
cp specific heat capacity [J/kg K]
d diameter [m]
h enthalpy [J/kg]
k thermal conductivity [W/m K]
l L, length [m]
m mass [kg]/multiplier [-]
m mass flow rate [kg/s]
N revolution speed [rpm]
Nu Nusselt number [-]
O valve opening [%]
p pressure [Pa]
Re Reynolds number [-]
t time [s]
T temperature [K]
u velocity [m/s], internal energy [J/kg]
U heat transfer coefficient [W/m2 K]
v dynamic viscosity [m2/s]
V volume [m3]
x vapor quality
z space coordinate [m]
r ratio

specific heat ratio
density [kg/m3]
partial derivative operator

Pr Prandtl number
friction factor

Abbreviations

0-D 0-dimensional

IC internal combustion
ORC organic Rankine cycle
WHR waste heat recovery
TEG thermoelectric generator
MBM moving boundary method
FVM finite volume method
EGR exhaust gas recirculation
TP tail pipe
PID proportional-integral-derivative
EMC electromagnetic compatibility
CAN controller area network

Subscripts and superscripts

d diameter
f working fluid
w tube wall separating working fluid and exhaust gas
g exhaust gas
v saturated vapor
l saturated liquid
in inlet/upstream
out outlet/downstream
1, 2, 3 pure liquid, mixed, and pure vapor phase in MBM
p pressure

efficiency
U heat transfer coefficient
TP tail pipe
tube heat exchanger tube
shelleqv equivalent parameter in heat exchanger shell
pure pure phase working fluid (either liquid or vapor)
mix mix of liquid and vapor phase

Fig. 1. Schematic of ORC in IC engine WHR application.
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and (iii) 0-dimensional (0-D) lumped method. In the FVM, the heat
exchanger is discretized into a number of uniform, fixed volume cells
and the governing equations are solved in each cell. The MBM separates
the heat exchanger into three cells based on the three working fluid
phases (i.e. pure liquid phase, mixed phase and pure vapor phase). The
volume of each cell freely varies during simulation and the two
boundaries separating these three cells are tracked. Finally, a 0-D
lumped modeling methodology does not utilize discretization, and is
equivalent to the FVM when the number of discretization cells is set to
unity.

The FVM has been widely utilized in the ORC-WHR offline heat
exchanger plant modeling. Xu et al. implemented FVM for a tube-shell
evaporator in a heavy-duty diesel engine ORC-WHR system and the
model was validated with experimental data [18]. The same FVM
model was used as the high fidelity plant model to evaluate three real-
time implementable power optimization controls, which were Model
Predictive Control, Machine Learning based real-time Dynamic Pro-
gramming, rule-based proportional-integral-derivative (PID) control
[15]. Quoilin et al. implemented FVM in a low-grade heat ORC-WHR
application and the model was utilized as plant model to evaluate the
different controls [23]. Grelet et al. used the FVM evaporator model to
evaluate the fuel economy benefits of different working fluids and heat
source configurations [28]. Additionally, Yousefzadeh et al. im-
plemented the FVM in generalized ORC systems [29]. Lower order
models are also derived from FVM to reduce the state number and
computation cost, such as Proper Orthogonal Decomposition Galerkin
Projection reduced model [30], and Hankel singular value model re-
duction [31].

The MBM is commonly utilized in ORC-WHR model-based control.
Peralez et al. built a model-based feedforward control using the MBM in
a heavy-duty diesel ORC-WHR application [32]. Combined with feed-
back PID control, the model-based feedforward control exhibited much
less working fluid superheat tracking error than the standalone PID.
Hou et al. constructed a model-based minimum variance control with
MBM in a 100 kW ORC-WHR system attached to a power plant [33].
The results showed that the minimum variance control led to significant
working fluid superheat variation reduction compared with PID con-
trol. Finally, BMW utilized the MBM in a passenger car ORC-WHR si-
mulation and control design [34]. The model was identified and vali-
dated with experimental data.

0-D lumped model is generally utilized in the ORC-WHR concept
development phase. Examples of such implementation are prevalent in
literature. Battista et al. utilized a 0-D lumped model in a ORC-WHR
limiting factors analysis in light duty vehicle applications [35]. The
considered factors included engine back pressure, condenser sizing and
weight, expander power output range, and vehicle frontal area. Chen
et al. implemented a 0-D lumped model in a heavy-duty diesel ORC-
WHR system [36]. The model was utilized to evaluate the heat ex-
changer volume and cost, expander power production range, ORC
thermal efficiency, and engine efficiency improvement. Shu et al.
analyzed potential working fluids with a 0-D lumped model in a diesel
engine ORC-WHR system [37]. BMW utilized an experimentally vali-
dated 0-D lumped model to analyze the fuel consumption benefits of a
BMW 5 Series with turbo-charged four-cylinder gasoline engine [2].
Peralez et al. implemented a 0-D lumped model in Dynamic Program-
ming algorithm to optimizing ORC-WHR net power for its low state
dimension and computational cost [38].

Even though the FVM, MBM and 0-D lumped modeling methods
have been used frequently in the field of ORC-WHR, a systematic
comparison of these three approaches is lacking in literature. Wei et al.
[19] and Desideri et al. [39] compared the FVM and the MBM in the
Modelica language. However, the parameter identification details were
not specified. The authors are unware of any existing work comparing
0-D models with FVM and MBM for ORC-WHR applications. This paper
simultaneously compares the FVM, MBM and 0-D lumped model. In
addition, experimental data are rarely used in the heat exchanger

modeling methods comparison for ORC-WHR application. In this work,
the three models are identified and validated with experimental data at
varying heat source conditions, which is collected from a heavy-duty
diesel engine ORC-WHR system as reported in [18].

2. Modeling

The three modeling methods share the principles of mass and en-
ergy balance with adaptation to the specific modeling assumptions. The
three evaporator models are built as Matlab m-script and run in the
Matlab environment. Details of modeling work are given below.

2.1. The finite volume method

Under normal operating conditions, the working fluid comes into
the heat exchanger as liquid, evaporates and exits as superheat vapor
(moving from left to right in Fig. 2). Due to the fast exhaust gas mass
flow dynamics, the exhaust gas mass flow rate is assumed to be iden-
tical across the heat exchanger. Heat conduction in the axial direction is
neglected in all mediums (i.e. exhaust gas, wall, and working fluid). The
momentum balance of the working fluid is not considered and pressure
is assumed to be uniform across the heat exchanger for each flow. The
governing equations of evaporator include working fluid mass balance,
energy balance, wall energy balance, and exhaust gas energy balance,
as presented in Eqs. (1), (2), (3) and (4) respectively.

Working fluid mass balance:

+ =
A

t
m
z

( )
0

f cross f f,

(1)

Working fluid energy balance:

= +A
h z t

t
m

h
z

d U T T
( , )

( )f f cross
f

f
f

tube f w w f, , (2)

Wall energy balance:

=C A L dT z t
dt

A U T T m A U T T( , ) ( ) ( )w p w w cross
w

fw fw w f g w g w w g, , , ,

(3)

Exhaust gas energy balance:

= +C A
T z t

t
m C

T
z

d U T T
( , )

( )g p g g cross
g

g p g
g

shelleqv g w w g, , , , (4)

where m is a heat exchanger efficiency multiplier which accounts for
heat losses from the exhaust gas to the environment. m will be iden-
tified with experimental data.

The FVM discretizes the entire heat exchanger into m cells in each
medium (i.e. exhaust gas, wall, and working fluid) as shown in Fig. 2. m
is the number of cells and q is the heat transfer. In each cell, heat is
transferred from exhaust gas to the wall, and from the wall to the
working fluid. The governing equations are solved in each cell. After
the spatial discretization, Eqs. (1), (2), (3) and (4) for a single cell can
be derived as follows:

Working fluid mass balance:

Fig. 2. Schematic of finite volume model with m cells discretization in a
counter-flow scenario.
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=
dm
dt

m mf
f in f out, , (5)

Working fluid energy balance:

= +m
dh
dt

m h m h A U T T( )f
f

f in f in f out f out fw fw w f, , , , (6)

Wall energy balance:

=m C dT
dt

A U T T m A U T T( ) ( )w pw
w

fw fw w f gw gw w g (7)

Exhaust gas energy balance:

= +m C
dT
dt

m C T m C T A U T T( )g pg
g

g in pg g in g out pg g out gw gw w g, , , , (8)

Boundary conditions are applied as follows: the inlet conditions of
the nth cell are the outlet conditions of cell n−1. The inlet conditions of
first cell are experimentally measured at the heat exchanger inlet.

2.2. The moving boundary method

The second heat exchanger modeling method is the moving
boundary method. The main idea behind this method is to track the
boundaries separating the different working fluid phases. In the eva-
poration process, there are three different phases: liquid, mixed (both
liquid and vapor) and vapor. These three phases are separated by two
boundaries. The MBM calculates the positions of those two boundaries,
namely boundary 1 and boundary 2, as shown in Fig. 3.

Temporal exhaust gas dynamics are neglected due to their fast
transient characteristics. This assumption reduces the state dimensions
and computational cost of the MBM. Exhaust gas and working fluid
mass flow rate are assumed to be uniform across the entire heat ex-
changer. Energy balance is applied to the working fluid and the wall in
each phase, resulting in a model with six states (three states for the
working fluid, and three states for the wall) [40].

The MBM assumes the existence of all three working fluid phases
within the heat exchanger. A six-state MBMmodel can be derived phase
by phase using Eqs. (2) and (3). In the liquid phase, the working fluid
and wall energy balance equations are derived as follows:
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In the mixed phase, the working fluid and wall energy balance
equations are derived as follows:
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In the vapor phase, the working fluid and wall energy balance
equations are derived as follows:
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where = +L L L L( )3 1 2 , L is the total length of the evaporator. The
exhaust gas temperature in each working fluid phase is derived from
the right side of Eq. (4), as follows:

=
+ +

+
T

d L U T m C T T T
m C d L U

[ {2 2 }]
g
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[ ]
g
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3 , ,3 ,
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2.3. The 0-D lumped method

The third heat exchanger modeling method is the 0-D lumped
method [38,41]. This method considers only a single, uniform volume
for the working fluid, wall and exhaust gas, respectively as shown in
Fig. 4. The 0-D lumped method schematic is similar to the FVM without
the cell discretization. Ignoring the exhaust gas dynamics in the axial
direction, the 0-D lumped model has two states corresponding to the
working fluid and wall temperatures. The governing equations of 0-D
lumped model is the same as the finite volume model as expressed in
Eqs. (5), (6), (7) and (8).

Fig. 3. Schematic of moving boundary model in a counter-flow scenario.
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2.4. Heat transfer coefficients

The heat transfer coefficient between the exhaust gas and the
working fluid tube wall is equivalent and it holds true for all three
models. Thus, each of the FVM and MBM utilizes the same exhaust gas
heat transfer coefficient expression as the 0-D lumped model due to the
fast dynamics of exhaust gas. The heat exchanger is in helical coil type,
which is provided by the project sponsor. The benefits of helical coil
heat exchanger are improved thermal efficiency, compactness, ease of
manufacture and maintenance, and enhanced heat convection [42].
The helical coil is placed inside a large concentric tube type heat ex-
changer and locates between two concentric tubes. Working fluid flows
inside the helical coil and exhaust gas flows in the space between the
two concentric tubes. The heat exchanger type affects the correlations
of the heat transfer coefficients based on the key parameters of heat
exchangers, such as the shape and length of flow path in the heat source
side and working fluid side. The longer the flow path is, the longer time
the fluid stays in the heat \exchanger and the longer time for the heat
transfer. The thin flow path increases the heat transfer coefficient
compared with the wide flow path [43], which leads to many re-
searches in micro channel heat transfer [44,45]. The correlations of
different types of heat exchangers can be found in [46]. In this study,
the heat transfer coefficient between the exhaust gas and the working
fluid tube wall is calculated as follows [47]:

=U Nu
m k

dgw
U g

shelleqv (21)

The structure of the evaporator modeled herein differs slightly from
concentric tubes as the helical coil is inserted between the tubes, so a
heat transfer coefficient multiplier (mU ) is applied and will be identified
with experimental data. The parameters used in Eq. (21) are calculated
as follows:
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2 (21e)
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2 (21f)

=r d
dd
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out (21g)

The Nusselt number expression of a concentric tube with an in-
sulated outer pipe wall is selected based on the heat exchanger geo-
metry [46]. The heat transfer coefficient on the working fluid side has a

different format for each working fluid phase. Thus, the discretized
modeling methodologies utilize a different heat transfer coefficient in
each cell, which is both temporally and spatially dependent. The cal-
culation of pure liquid and pure vapor heat transfer coefficients be-
tween the working fluid and the tube wall are given in Eq. (22). These
heat transfer coefficients are selected according to the helical coil heat
exchanger structure [46].

=
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U
Re Pr

Pr

k
d1 12.7 ( 1)
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f f
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f
,
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8
0.667

f
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(22)
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f f

0.5

0.25 (22a)

The mixed-phase heat transfer coefficient between the working fluid
and the tube wall is calculated from a vertical tube two-phase heat
transfer coefficient expression [46], which shares a similar structure
with the tube-shell utilized in the experiments. Ufw l, and Ufw v, are cal-
culated using single phase Eq. (22). The mixed-phase heat transfer
coefficient is expressed as follows:

= +

+ +

U x x x

x
U
U

x

(1 ) (1 ) 1.9

1 8(1 )

fw mix
f l

f v

fw v

fw l

f l

f v

,
0.01 0.4 ,

,

0.35 2.2

0.01 ,

,

0.7 ,

,

0.67 2 0.5

(23)

Between the working fluid and the tube wall, the heat transfer
coefficient expressions are different based on different working fluid
phases. For the FVM, the working fluid phase of the cell is determined
from working fluid quality, x , as follows:

= < <phase
pureliquid ifx

liquid vapormix if x
purevapor ifx

, 0
& , 0 1

, 1
FVM

(24)

=x
h h

h h
f f l

f v f l

,

, , (24a)

About how the discretization is defined for MBM, the working fluid
phase in each cell is known. Pure liquid exists in cell #1, mixed phase in
cell #2, and pure vapor in cell #3.

For the 0-D lumped model, there is only one heat transfer coefficient
expression and it is the average heat transfer coefficient from all three
phases as shown in Eq. (25). The pure liquid and pure vapor heat
transfer coefficients terms in Eq. (25) are calculated using Eq. (22). The
mixed-phase heat transfer coefficient term is calculated using Eq. (23)
by setting vapor quality =x 0.5.

= + +U U U U1
3

1
3

1
3fw D fw pureliquid fw mix fw purevapor,0 , , , (25)

3. Model comparison

Experimental data are required in the model validation. In this
study, experiments are conducted in the heavy-duty powertrain lab in
Clemson University Department of Automotive Engineering. The engine
is a 13L heavy-duty diesel engine with 353 kW rated power. The engine
torque and power are achieved by close-loop control of fueling rate,
EGR valve, and throttle. The working fluid vapor temperature is con-
trolled via the working fluid pump. Working fluid pressure is controlled
via the turbine bypass valve. The condenser is cooled down by the
building cooling water and the cooling water is set at the maximum
flow rate. During the engine and ORC-WHR system warm up, the
working fluid pump and turbine bypass valve are set at fixed position.

Fig. 4. Schematic of 0-D lumped model in a counter-flow scenario.
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Once the vapor appears at the evaporator outlet, PID feedback and
feedforward controls are activated in both working fluid pump and
turbine bypass valve to control the vapor temperature and evaporation
pressure, respectively. When the system shifts from one steady state
condition to the other one, the PID feedback and feedforward controls
are active until the steady state condition are reached. The data is then
collected for three minutes and all the parameters are processed with
mean operation. Thus, only single value from each parameter re-
presents the steady state condition. In the transient test, the controls are
active. As shown Fig. 5, the ORC-WHR system considers TP exhaust as
the heat source. The experiments setup is based on the optimal design
point and actual system conditions that the ORC-WHR will operate in
the vehicle driving. The engine operating conditions cover the most
frequent condition of a long haul truck running in high way. The heat
exchanger design are optimized based on the least pressure drop in both
working fluid and exhaust gas sides, and the working fluid design
evaporation pressure and vapor temperature. The working fluid tem-
perature at evaporator inlet also matches the best performance in the
condenser. The experiments are conducted at multiple steady state
engine conditions and the measured parameters are shown in Table 1.
Among the steady state engine operating conditions, the exhaust gas
mass flow rate is in the range of 0.18–0.4 kg/s, and the exhaust gas
temperature is in the range of 312–350 °C. The heavy-duty engine op-
erating points vary from 1200 rpm/1000 Nm to 1600 rpm/1400 Nm,
which is a wide range for the typical heavy-duty diesel engine in long
haul trucks. In the exhaust gas side, temperature is measured both at
evaporator inlet and outlet. Mass flow rate is calculated based on intake
air mass flow measurement. In the working fluid side, temperature and
pressure are measured at evaporator inlet and outlet. Working fluid
mass flow rate is measured at the evaporator inlet. Further details of the
experiments setup can be found in [18].

Ethanol is utilized as the working fluid, which is provided by
sponsor. Compared with other working fluids, ethanol has high thermal
efficiency. Teng et al. concluded that Ethanol can be an alternative for
R245fa for the ORC-WHR application [48]. According to the screening
of 72 million working fluids in study [49], ethanol is ranked No.1 for
the mobile ORC application. Besides ethanol, other common working
fluids are R245fa [50], R123zd(E) [51,52], and CO2 [26,53]. Besides
pure working fluid, fluid mixtures also attract researchers’ attention.
Teng et al. analyzed the general benefits and drawbacks of fluid mix-
tures [54]. The study concluded that the binary fluid has a higher
evaporator outlet temperature than any of pure fluids that used in the
binary fluids and help increase the thermal efficiency. However, the
disadvantage of binary fluids is that the lowest boiling point fluid ele-
ment vaporizes at the initial evaporation phase and floats on top en-
tering the expander. Up to 15% improvement in the thermal efficiency
can be achieved by the binary fluid in comparison to pure fluids. Be-
sides the efficiency improvement, fluid mixtures can be created for the
flammability suppression by adding CO2. For example, Garg et al.
conducted the flammability study on the CO2 mixtures of isopentane
and propane [55]. Working fluid selection requires systematic analysis,
which considers the heat source mass flow rate and temperature, heat
exchanger structure and materials, cooling capacity and temperature of
cooling fluid, and expander type. The modeling equations in the entire
Section 2 do not change as working fluid changes. Only the thermo-
dynamic tables change when different working fluids are utilized. If the
heat exchanger type changes, all the equations in Sections 2.1, 2.2 and
2.3 do not change. Only the heat transfer coefficients in Section 2.4
change and the equation forms should match the structure of the heat
exchanger, such as the shape and length of the flow path in both ex-
haust gas side and working fluid side. Working fluid selection is not the
focus of this study, thus selection details are not included. Further in-
formation of working fluid selection for the ORC-WHR system can be
found in [56–58].

To minimize the measurement noise and uncertainty in the ex-
periments, multiple factors are carefully considered. In the sensor and

actuator selection, high accuracy is one of the key standards. Take
thermal couples as an example, 1/16 in. diameter thermal couple re-
duces response time when compared to 1/4 in. diameter thermal
couple. It was found in experiments that the measured temperature
difference could be as large as 10 K during the ORC transient condi-
tions. In the sensor and actuation installation, the location, diameter of
the flow path, depth of the sensor in the pipe strictly follow the in-
stallation manual. In the experiments, it was found that the different
installation of engine intake air mass flow sensor could cause as large as
5% measurement difference. The ORC-WHR system are separated from
the engine vibration by the flexible hose connected the aftertreatment
system and the TP heat exchanger. In addition, cushions are added to
the working fluid pump motor mounting point to reduce vibration. The
imc data acquisition hardware is chosen to minimize the uncertainty
from hardware. Controller Area Network (CAN) bus is utilized for the
signal transmission. To reduce the measurement noise from
Electromagnetic Compatibility (EMC) problem, the twisted wires are
used. The CAN nodes connection and location of termination resistors
strictly follow the CAN bus setup standard.

The rest of this section is organized as follows:

i. The three models are identified using the same aforementioned
experimental dataset.

ii. The vapor temperature dynamics performance are compared in an
engine step change condition.

iii. The overall model accuracy (i.e. steady state accuracy plus transient
accuracy) is evaluated over two set of experimental data with
transient engine conditions.

iv. Model computation cost is compared.
v. Modeling effort (i.e. the amount of modeling time) is compared.

3.1. Model identification

This section identifies the heat exchanger efficiency multiplier m
(in Eqs. (7), (11), (14), and (17)) and the heat transfer coefficient
multiplier mU (in Eq. (21)) using steady state experimental data. These
two identification parameters correct the error introduced by dis-
cretization of three models and the slightly difference between actual
heat exchanger and concentric tubes, where the empirical Nusselt
number expression is derived from. Different models share the geo-
metry parameters of the heat exchanger. First, the two parameters are
optimized individually in each steady state operating point using Par-
ticle Swarm Optimization (PSO) method [59]. The optimized para-
meters are then plotted as the x axis in Fig. 6. Then the individual pairs

Fig. 5. ORC-WHR system in the test rig. TP evaporator locates downstream of
aftertreatment system.
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of (m m, U ) are fitted with second order polynomial equations with
exhaust gas mass flow rate and temperature as equation inputs as
shown in Eqs. (26) and (27). Given exhaust gas mass flow rate and
temperature, the correlations then predict the pair of (m m, U ), which
are presented as the y axis in Fig. 6. The same identification process is
conducted in all three heat exchanger models. Details of the heat ex-
changer identification processes are presented in [18]. The identifica-
tion results are shown in Fig. 6. The six subplots in Fig. 6 try to show the
prediction accuracy of the correlations in Eqs. (26) and (27). The x axis
represents the true values of efficiency and heat transfer coefficient
multiplier from experiments, while the y axis represents the predicted
values using the correlations. All three models use the same correlation
and the only difference is the calibration parameters in those correla-
tions (i.e., a a a b b b, , , , , , ,1 2 6 1 2 6). Each dot represents one steady
state condition. The line across the diagonal is the 45° line. The closer
the dot is to the 45° line, the better prediction accuracy the correlation
has. The multipliers from the experiments are obtained using Particle
Warm Optimization (PSO) in the model simulation given experimental
data as input.

= + + + + +m a a m a T a m a m T a Tg g g g g g1 2 3 4
2

5 6
2 (26)

= + + + + +m b b m b T b m b m T b TU g g g g g g1 2 3 4
2

5 6
2 (27)

3.2. Vapor temperature dynamic performance

The model accuracy is first evaluated by the model dynamic per-
formance. In this evaluation, the engine speed and load step change.

Table 1
Steady state conditions collected in tests.

Unit 1 2 3 4 5 6 7 8

Engine
speed

rpm 1200 1300 1300 1300 1400 1600 1600 1600

Engine
torque

Nm 1000 1100 1100 1300 1200 1300 1400 1350

Engine fuel
rate

g/s 25 29.3 28.8 34.1 33.5 42.0 45.0 43.4

mg in, kg/s 0.18 0.23 0.23 0.27 0.33 0.34 0.38 0.4
Tg in,

oC 344 344 330 330 330 312 317 350
mf in, kg/s 0.019 0.022 0.022 0.025 0.032 0.030 0.034 0.04
Tf in,

oC 27 26 30 30 27 30 27 32

Fig. 6. Multipliers comparison between experimental results (obtained using PSO parameter identification) and correlation prediction results for three heat ex-
changer models. (a), (b), (c) FVM, MBM, 0-D lumped model efficiency multiplier, respectively, (d), (e), (f) FVM, MBM, 0-D lumped model heat transfer coefficient
multiplier, respectively. In each plot, the values are normalized by the maximum value in the respective plot.

Fig. 7. Experimental measured inputs utilized in working fluid vapor tem-
perature dynamics comparison. (All values are normalized by their respective
maximum absolute value.)
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The evaporator models are identified based on the two steady state
conditions at either end of the step change. Then the two sets of
identified heat transfer coefficient multipliers and evaporator efficiency
multipliers are utilized based on the exhaust gas mass flow rate change
trend during the step change as shown in Fig. 7(a). The working fluid
temperature comparison is shown in Fig. 8 with the FVM using 30-cell
discretization. The FVM and MBM have better alignment with experi-
mental data than the 0-D lumped model. During 250–300 s, the MBM
shows less dynamic response than the FVM, which increases the error
during the transient and delays the MBMmodel response as noted in the
peak at 230 s. The 0-D lumped model demonstrate significant phase
advance compared to experimental data. Among the three models, the
FVM shows the least phase error and transient error. The most notice-
able observation in Fig. 8 is that the 0-D lumped model is too dynamic/
fast relative to the experimental measurements, revealing that the
minimized number of states does not capture the system dynamics.

The 0-D lumped model temperature dynamics can be slowed by
adding inertia to the working fluid energy balance. The inertial multi-
plier minertia is shown in Eq. (28). This modification only changes the
working fluid enthalpy change rate and does not affect the steady state
results as the term dh

dt
f turns to zero at steady state. The modification

accounts for the working fluid mass correction and transportation delay
in the heat exchanger. As the mass term mf contains the mass in all
three phases (i.e., pure liquid, mixed and pure vapor working fluid), the
single cell mass estimation may not be extremely accurate. Besides the
mass correction, the inertial multiplier also plays a role to represent the
transport delay in the 0-D model. For the FVM and MBM, which have
three or more cells. The parameter changes at the inlet and outlet are
not directly connected, but indirectly connected by the multiple cells. It
takes time for the parameters change in the first cell to impact the last
cell. However, in 0-D model, there is only single cell. The temperature
variation in the cell, that results from the input changes, in-
stantaneously and directly affects the output temperature without any
cell in the middle as a buffer for the temperature change. Thus, the
temperature response time in 0-D model is reduced due to the lack of
transportation delay. The value of inertial multiplier is explored using
grid search method in simulation and the representative results are
plotted in Fig. 9. The inertia multiplier is swept from 1 to 50 by 1 at
each step. As the inertia multiplier increases, the working fluid tem-
perature dynamics slow down, reduce the phase advance and approach
the experimental results. Based on the results of grid search, 18 is se-
lected as the inertia multiplier as the 0-D model has the least tem-
perature error during the transient.

= +m m
dh
dt

m h m h A U T T( )inertia f
f

f in f in f out f out fw fw w f, , , , (28)

3.3. Accuracy validation

With the identified correlations, the three models are validated over
two sets of experimental data with transient engine conditions. The two
transient conditions are plotted in Fig. 10 (Test 1) and Fig. 12 (Test 2).
The results are shown in Figs. 11 and 13, respectively. Even though the
FVM does not produce the least error at every instance of the data set, it
has the overall best performance with respect to the dynamic trend and
steady state error among the three models. During 1100–1600 s in
Fig. 11 and 300–700 s in Fig. 13, FVM shows much less error than the
MBM and modified 0-D model. In terms of dynamics, the FVM and
modified 0-D model more closely reproduce the experimental data than
the MBM. The large error shown in the MBM is the results of its slow
dynamic response (300–500 s in Fig. 11 and 250–400 s in Fig. 13). In
Fig. 13, the modified 0-D lumped model shows relatively large error
compared with FVM and MBM.

The mean and maximum errors of these two tests are summarized in
Table 2. The absolute value of the working fluid vapor temperature

mean error are among 2–7 K, which is a quite acceptable range in the
field of heavy-duty diesel ORC-WHR. The vapor temperature error
percentage range is among 0.5–1.3%. The maximum errors are about
three times of the mean error and the error percentage locates between
1.3% and 3.7%. In both tests, the FVM shows the least mean error. For
the MBM and modified 0-D model, the error varies with tests. Overall,
MBM and modified 0-D model present comparable accuracy when
compared to FVM. Considering the good accuracy of modified 0-D, this
model has the potential for all kinds of application purposes, which will
be discussed later in this paper.

The mean/ max errors and error percentages are defined in Eqs.
(29), (30), (31), and (32). N in the equations means the number of time
step and subscripts sim exp, represent simulation and experiments, re-
spectively.

=
=

e
N

T t T t1 | ( ) ( )|mean i

N
sim i exp i1 (29)

= ×
=

e rate
N

T t T t
T t

_ 1 | ( ) ( )|
( )

100%mean i

N sim i exp i

exp i1 (30)

=e max T t T t| ( ) ( )|max
t

sim exp (31)

= ×e rate max
T t T t

T t
_

| ( ) ( )|
( )

100%max
t

sim exp

exp (32)

3.4. Computational cost

Model computation time is one of the most important performance
parameters. Based on the software and language the modeling is built
upon, the computation time is different. In this study, the models are all
built and executed in Matlab R2017a version as m-script. The desktop
utilized in the simulation comparison is Dell T3500 workstation with
Intel Xeon W3530 2.80 GHz CPU and 8 GB RAM. To avoid repeatability,
only Test 2 simulation time is compared in this section. The results are
shown in Table 3. It turns out that the modified 0-D lumped model is six
times faster than the MBM and twenty times faster than the 30-cell
FVM. For the FVM, the computation time linearly increases with cell
discretization.

Fig. 8. Working fluid vapor temperature dynamics comparison among three
evaporator models and experimental data. (All values are normalized by their
respective maximum absolute value.)
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3.5. Modeling effort

In the software development, the number of lines of code is utilized
as the metric to assess the modeling effort [60]. Different from general
software development, in the heat exchanger model development, most
of time is spent on deriving the governing equations, rather than coding

the model in the Matlab. Thus, the number of lines of code does not fit
this problem. In hardware 3D design, number of components/ objects
was utilized as metric of modeling effort [61]. Similar to number of
components, in this paper, the modeling effort is defined by the number
of different equations as shown in Eq. (33). For the FVM, different cells
share the same equations and only the variable values vary. In this case,
no new equation derivation is required and no modeling effort is
needed to expand the cell discretization from 1 to 30 or 100. Thus, FVM
modeling effort is independent of the number of cells and it can be

Fig. 9. 0-D lumped model response results with different working fluid inertia
multipliers. (All values are normalized by their respective maximum absolute
value.)

Fig. 10. Experimental measured inputs utilized in working fluid vapor tem-
perature accuracy comparison – Test 1. (All values are normalized by their
respective maximum absolute value.)

Fig. 11. Working fluid vapor temperature accuracy comparison among three
evaporator models and experimental data – Test 1. (All values are normalized
by their respective maximum absolute value.)

Fig. 12. Experimental measured inputs utilized in working fluid vapor tem-
perature accuracy comparison – Test 2. (All values are normalized by their
respective maximum absolute value.)
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calculated based on 1-cell FVM (i.e. modified 0-D lumped model).
Therefore, the modified 0-D lumped model has the same modeling ef-
fort as the FVM, which is 4 based on the governing Eqs. (5), (6), (7), and
(8). The modeling effort of MBM is 12 based on the MBM governing
equations through Eq. (9) to Eq. (20). The modeling effort results are
summarized in Table 4.

=ME number of different equations (33)

4. Model selection recommendation

The multiple phases of ORC-WHR system development may require
different evaporator models based on the specific aims of each phase.
This paper divides the development into six main phases from concept
to experimental implementation as shown in the left side of Fig. 14. The
concept phase in the ORC-WHR system development determines broad

system parameters, such as system architecture, the number of heat
sources, and the potential working fluids [62,63]. Then the component
selection and development phase dives deeper to either develop com-
ponents or select them from existing products on the market. After that,
the components are integrated and connected into a complete system.
In order to stably and safely operate the system, temperature and
pressure controls are necessary. With the help of developed controls,
power optimization is executed to fully explore the potential of the
ORC-WHR system. Finally, experiments are conducted to validate the
control and optimization results. Some of components may be upgraded
based on the integrated system experimental performance relative to
development goals. The discussion surrounding ORC-WHR model se-
lection contained herein is based on different ORC-WHR system de-
velopment phases as follows:

Concept phase: The main goals of the concept phase are roughly
calculating the ORC-WHR system efficiency and evaluating different
system architectures, heat sources, working fluids, etc. In general, there
is no ORC-WHR experimental data in this phase and the model accuracy
requirement is not high. The modified 0-D lumped model provides both
moderate accuracy and the least modeling effort, satisfying the re-
quirements of the evaporator model in this phase. The additional model
development effort of the MBM and the high computation cost of the
FVM are not necessary in the concept phase.

Components selection and development phase: The main goals
of this phase are developing the main components (e.g. evaporators and
expander) and selecting the required accessory components (e.g. pump,
valves, pipes, etc.). In the component design phase, model accuracy is
the most important factor. Computation time and modeling effort can
be compromised. Therefore, a FVM model is the first choice for the
component development phase because of its high accuracy [18]. The
appropriate FVM discretization can be determined based on require-
ments of accuracy and computation cost in each specific design. The
number of cells can be increased until the satisfactory accuracy is at-
tained.

Control development phase: The main goals of the control de-
velopment phase are building controls for the working fluid vapor
temperature and pressure regulation. Even though PID feedback control
is capable of controlling an ORC-WHR system at steady state engine
operating conditions, PID exhibits compromised performance during
transient engine conditions [40,64]. It was reported that model-based
controls showed better temperature tracking performance than PID
feedback control for ORC-WHR systems [20]. In mode-based control,
the evaporator model should possess low state dimension and moderate
accuracy to facilitate both real-time execution of the model-based
control while ensuring valid results. Model-based controls will struggle
if model error is significant.

Based on the two requirements in the model-based control devel-
opment, the MBM and modified 0-D lumped method are both suitable
choices. The MBM has lower computation cost than the FVM as shown
in Table 3, and it has moderate accuracy. The modified 0-D lumped
model has the least computation cost and has similar accuracy to the
MBM. If control development time is very limited or the computation
cost requirement is the most important factor, modified 0-D lumped
model is the first choice. If development time is not a concern and the
computation cost requirement is relaxed, then the MBM provides a
physics-based advantage for operation beyond the calibration data sets.

Fig. 13. Working fluid vapor temperature accuracy comparison among three
evaporator models and experimental data – Test 2. (All values are normalized
by their respective maximum absolute value.)

Table 2
Working fluid vapor temperature error comparison in two transient validation
tests.

Model 30-cell FVM MBM Modified0-D model

Test 1 mean error [K] 4.5 6.6 5.1
Mean error percentage 0.87% 1.27% 0.98%
Test 1 max error [K] 17.1 17.3 18.7
Max error percentage 3.26% 3.42% 3.68%
Test 2 mean error [K] 2.6 3.0 5.2
Mean error percentage 0.50% 0.58% 1.00%
Test 2 max error [K] 7.0 13.0 12.9
Max error percentage 1.35% 2.56% 2.54%

Table 3
Model computation time comparison over Test 2 (test duration: 650 s).

Model Computation time [s]

10-cell FVM 94.3
30-cell FVM 118.6
100-cell FVM 181.2
MBM 27.9
Modified 0-D lumped model 4.6

Table 4
Modeling effort comparison.

Model Modeling effort [-]

10-cell FVM 4
30-cell FVM 4
100-cell FVM 4
MBM 12
Modified 0-D lumped model 4
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Recall that the multiplier added in 0-D model is not physical while
MBM is built upon physics-based governing equations.

To validate control performance in the simulation environment, the
plant model must be very accurate. Thus, FVM is the first choice for the
plant model. In addition, utilization of a different model for the plant
and controller facilitates verification of the model-based controller
model error and disturbance rejection capability.

Power optimization phase: The main goals of power optimization
phase are maximizing the net power output from the ORC-WHR system
(i.e. improve the expander power production and reduce the working
fluid pump and coolant pump power consumption). The power opti-
mization can be conducted offline or online. When conducted offline,
the power optimization generates correlations among the heat source
mass flow rate, heat source temperature, working fluid optimal super-
heat temperature, working fluid optimal evaporating pressure, working
fluid condensation pressure, etc. [23]. These correlations are either
fitted in equations or saved in lookup tables before implementation in
the real system [65]. In this offline optimization, model accuracy is
most important and the computation time is not restricted. Thus, the
FVM is the first choice.

5. Conclusion

This paper presents an ORC-WHR evaporator modeling comparison
considering finite volume model, moving boundary model and 0-D
lumped evaporator model. Accuracy, computation time, and modeling
effort are investigated. A detailed description of each modeling meth-
odology and the experimental identification are provided. This paper
first time compares the three popular models using the same set of
identification parameters and experimental data. Based on the transient
validation results, all three models show decent working fluid vapor
temperature prediction accuracy as the mean error is less than 6.6 K
and the mean error percentage is less than 1.27%. The maximum error
is bounded within 19 K or 3.7%.

The 0-D lumped model shows substantial accuracy improvement
after adding a mass multiplier in the working fluid energy balance
equation to calibrate the temperature dynamic response. After the ca-
libration, the 0-D lumped model accuracy is on par with the moving
boundary model and only slightly worse than the finite volume model.
Considering that the 0-D lumped model possesses the lowest state di-
mension of the three methodologies, the high accuracy modified 0-D

model can be utilized in many different purposes from optimization to
control.

Even though eight steady state points and two transient tests are
considered in the model identification and validation, respectively, the
amount of experimental data is still limited. In the future, more ex-
perimental data should be collected both in steady state and transients
to further validate the accuracy of the three models.
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