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Abstract—State of health (SOH) is a key parameter to assess 

lithium-ion battery feasibility for secondary usage applications. 

SOH estimation based on machine learning has attracted great 

attention in recent years, and holds potentials for battery 

informatization and cloud battery management techniques. In this 

paper, a comprehensive study of the data-driven SOH estimation 

methods is conducted. A new classification for health indicators 

(HIs) is proposed where the HIs are divided into the measured 

variables and calculated variables. To illustrate the significance of 

data preprocessing, four noise reduction methods are assessed in 

the HIs extraction process; different feature selection methods, 

including filter-based method, wrapper-based method, and fusion-

based method, are applied to select HIs subsets. The four widely 

used machine learning algorithms, including artificial neural 

network, support vector machine, relevance vector machine, and 

Gaussian process regression, are applied and compared. In order 

to evaluate the estimation performance in potential real usages 

under future big data era, the three HIs selection methods and four 

machine learning methods are evaluated using three public data 

sets and two estimation strategies. The results show that the 

combination of the fusion-based selection method and Gaussian 

process regression has an overall superior estimation performance 

in terms of both accuracy and computational efficiency. 

 
Index Terms—lithium-ion batteries, state of health, feature 

extraction, feature selection, machine learning, comprehensive 

comparison 

I. INTRODUCTION 

ecause of its powerful computing power and robustness, 

machine learning has been widely used in various fields 

and is an important tool in the era of big data [1]. Lithium-

ion batteries are one of the key components in electric vehicles 

(EVs), smartphones, mobile energy storage equipment, and 

smart grids, due to their high power and energy density, as well 

as low self-discharge rate [2, 3]. A battery management system 

(BMS) is essential to ensure safety and reliability [4]. However, 

the battery's physical and chemical properties will change 

during storage and operation, resulting in a decrease in battery 

capacity and power [5]. The BMS is requested to estimate the 

state of health (SOH) accurately and reliably in order to monitor 

the battery aging conditions and provide guidance for the 

second use [6]. However, the contradiction between limited 

computing power and the need for more information has driven 

the battery informatization process and the establishment of 

cloud battery management technology. This makes the data-
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driven approaches play important roles in future health 

prognostic for batteries[7]. 

The methods for SOH estimation can be divided into two 

categories: model-based methods and data-driven methods. 

Model-based methods can be further divided into 

electrochemical model-based, equivalent circuit model-based, 

and empirical/semi-empirical model-based methods. In 

electrochemical model-based methods, the first-principles 

equations are established based on the battery internal 

electrochemical processes, and then the accurate state are 

calculated [8]. However, the computational cost associated with 

this approach is high, which makes it hard for online 

applications. In equivalent circuit model-based methods, 

electric models are established firstly, such as RC equivalent 

circuit models [9], fractional-order equivalent circuit models 

[10], and impedance spectrum growth models [11]. Then, 

filtering algorithms are used to update the model parameters for 

the SOH estimation [12]. This method can be used online due 

to low computational cost. Empirical/semi-empirical model-

based methods are widely used in the battery SOH estimation. 

The basic idea of these methods is to fit the capacity loss [13] 

or internal resistance increase [14] with time or cycles. The 

methods for data fitting mainly include particle filter [13, 15], 

particle swarm optimization algorithm (PSO) [14], just to cite a 

few. According to the fitted model, the SOH could be obtained 

based on time or running cycles. The advantage of this type of 

methods is that it is simple and easy for online estimations. 

However, it is susceptible to noise, and its robustness and 

accuracy are not enough. Moreover, the fitted curve of one type 

of batteries is usually not suitable for other types of batteries, 

and the fitted models need a lot of data and labor.  

Recently, data-driven methods have been developed rapidly 

and applied widely. This type of methods treats batteries as a 

“black box”. The external variables such as voltage, current, 

and temperature are the inputs, and the estimated SOH can be 

obtained through a complex calculation of the “black box” [16, 

17]. The input variables are called health indicators (HIs). The 

extraction and selection of HIs in data preprocessing are the 

foundation and key to the accuracy of SOH estimation [18]. The 

extraction methods of HIs can be divided into two categories: 

direct extraction methods based on measured variables and 

indirect extraction methods based on calculated variables.  

The main battery variables that BMS can obtain online are 

current, voltage, and temperature [19]. Therefore, extracting 
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HIs based-on battery voltage and temperature is the simplest, 

most direct, and effective way. The voltage and temperature 

curves change noticeably during charge and discharge, due to 

the capacity loss and internal resistance increase. For instance, 

the voltage slope will increase due to the increase of internal 

resistance and decrease of capacity during the charging process 

[1, 20]. The capacity loss will shorten the charge and discharge 

process, thereby reducing the time for charging and discharging 

[21]. Consequently, the initial voltages during charge and 

discharge also change during the aging process [22]. The 

temperature will rise and fall repeatedly during the charge-

discharge cycles. However, the maximum temperature value 

and its appearance time [23], as well as the mean temperature 

value [24] will change at different aging stages. Therefore, the 

characteristics of the voltage curve and temperature curve as 

they change significantly with the aging of the battery can be 

used as HIs. In addition, time is recorded in BMS, and many 

widely used HIs are designed as time-dependent HIs. The 

constant current charge and discharge time [24] [25], and 

constant voltage charge time [21], are examples of time-related 

HIs. Also, the combination of time with voltages such as time 

elapsed at the same voltage change, or the voltage variation 

during the same time period are also useful HIs [26].  

The battery characteristics that are reflected by direct 

measurement data are useful but somehow limited. In recent 

years, researchers have also proposed HIs based on indirectly 

calculated variables. The most widely studied HIs are based on 

incremental analysis and differential analysis [16]. Incremental 

capacity (IC) is the change of battery capacity with voltage in a 

short time, and the IC curve is the curve of IC with voltage [27]. 

According to the electrochemical reaction process, there are 

multiple peaks in the IC curve. Each peak is a reflection of the 

phase equilibrium position on the battery voltage curve [28]. 

During the battery aging process, the peak value of the IC curve 

[29], the peak position [30], and the peak area [31] also show 

changes. Therefore, they are extracted and used as HIs. 

Differential voltage (DV) can be seen as the opposite of IC, 

which is the change of battery voltage with capacity over a short 

time, and the DV curve is the curve of DV with battery capacity 

[32]. In contrast to the IC curve, the peak in the DV curve 

represents the phase transition position [33]. Similarly, features 

such as the valley value [34], and the valley position [35] in the 

DV curve are also considered as good HIs. Besides, the 

differential temperature (DT) curve has also been proposed in 

existing studies [36]. Based on the DT curve, health factors 

similar to the DV curve can also be extracted. The IC, DV, and 

DT curves often have a lot of noise, so filtering is required. 

Common filtering methods include moving average filtering 

[37], differential filtering [38], wavelet transform [30], and 

Gaussian filtering [39]. 

Different HIs have different degrees of correlation with 

battery SOH. Therefore, the feature selection is required to 

select the most effective HIs, which would reduce the time of 

data preprocessing and increase the estimation performance of 

machine learning algorithms. The existing studies mainly focus 

on correlation analysis, such as gray correlation [38], Pearson 

correlation coefficient [39], et al., to analyze the correlation 

between HIs and battery SOH, and then select a few most 

relevant features as the final feature set. Another key to data-

driven battery SOH estimation is the selection of machine 

learning algorithms. The algorithms currently used mainly 

include artificial neural networks (ANN) [40], Support vector 

machines (SVM) [41], Relevance vector machines (RVM) [42], 

and Gaussian processes regression (GPR) [20]. 

Although data-driven battery SOH estimation has been used 

widely, there are still some research gaps that need to be 

addressed. The existing studies extracted many HIs based on 

both measured variables and calculated variables. However, 

which HIs lead to better SOH estimation? HI selection is an 

important part of data-driven methods, and the existing studies 

do not provide enough deep understanding. The HI selection 

process in the existing studies is mainly based on the correlation 

coefficients, where HIs with low correlation coefficients are 

deleted. Nevertheless, feature selection should not only remove 

irrelevant features but also eliminate redundant features to 

obtain a more effective feature set for machine learning. 

Moreover, the accuracy and robustness of the results obtained 

by different machine learning algorithms are greatly different. 

The above research gaps reveal the need of a comprehensive 

evaluation for the data preprocessing and machine learning 

algorithms in battery SOH estimation to guide applications in 

the future big data era. 

This paper provides a comprehensive study of data-driven 

battery SOH estimation methods. The methodologies from the 

data processing to the machine learning algorithms are 

elaborated in detail. The main contributions are summarized as 

follows. 1) A classification method for HIs is proposed 

according to the different HI extraction methods. HIs are 

divided into direct extraction based on measured variables and 

indirect extraction based on calculated variables. The specific 

extraction methods of different HIs are described in detail, and 

HIs are extracted using three different battery aging data sets. 

According to IC and DV curves, the noise reduction 

performance of different filtering algorithms is analyzed. 2) The 

feature selection methods are reviewed and applied to elaborate 

the significance of data preprocessing in data-driven 

approaches. Besides filtering methods (correlation analysis) in 

the existing papers, the sequence forward search-based wrapper 

method is used. By combining the filtering and wrapper 

methods, a fusion method is proposed. The different HI subsets 

are used as inputs for SOH estimation, and the different 

estimation performances are evaluated. 3) Four advanced 

machine learning algorithms, including ANN, SVM, RVM, and 

GPR, are reviewed and implemented for SOH estimation. The 

accuracy and computational efficiency are compared and 

assessed. 4) Three public battery data sets are used for the 

comparison study. The comprehensive results provide useful 

guidance for data preprocessing and machine learning selection 

in potential real-world applications.  

The rest of this paper is structured as follows. The three 

experimental data sets are introduced in Section Ⅱ. Then in 

Section Ⅲ, a new classification of HIs is proposed, and the 

extraction methods are described in detail, and a comparison for 

different filtering methods is proposed. Next, the different 

feature selection methods are reviewed, and a fusion method is 

introduced in Section Ⅳ. In Section Ⅴ, four used machine 

algorithms are described and the comprehensive comparison 

results are given and evaluated in Section Ⅵ. Finally, the main 

conclusions are summarized in Section Ⅶ.  
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      Fig. 1. NASA battery capacity decreases over cycling. 
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     (a) Overall capacity decreases       (b) Capacity decreases before 30% loss 

Fig. 2. CALCE battery capacity decreases over cycling. 
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Fig. 3. A123 battery capacity decreases over cycling. 

 
Table. Ⅰ. Charge protocols of the five battery cells. 

Battery Charge policy Cycle life Barcode 

B01 5.4C(60%)-3.6C 862 EL150800460653 

B02 5.4C(60%)-3.6C 857 EL150800460522 
B03 6C(30%)-3.6C 1014 EL150800460477 

B04 6C(40%)-3.6C 842 EL150800463198 

B05 8C(15%)-3.6C 966 EL150800463229 

II. BATTERY DATA SETS 

Aging experiments are used to evaluate and verify the 

methods for battery SOH estimation. Calendar aging and 

cycling aging are two types of aging experiments, both of them 

usually take a large amount of time. In this paper, three publicly 

available experimental data sets are used for the comparative 

study of SOH estimation methods. Due to different battery 

types and different experimental conditions in each data set, the 

extracted HIs are shown to have different effects on SOH 

estimation.   

A. NASA data set  

NASA battery data set has been used for the battery SOH 

estimation [39, 43]. NASA provides six experimental data sets 

with different temperatures, different discharge rates, and 

different depths of discharge[44]. Among them, B0005-B0007 

and B0018 are the most widely used datasets, which are also 

selected for the SOH estimation verification in this paper. 

During cyclic aging, each battery went through three test 

conditions: constant current-constant voltage charge (CC-CV), 

CC discharge, and impedance spectrum testing. In charge 

process, the batteries were first charged at a constant current of 

1.5 A until the voltage reaches 4.2 V, then charged at constant 

voltage till the current drops below 20 mA. In the discharge 

process, the batteries were discharged at a constant current of 2 

A until the voltage reached 2.7 V, 2.5 V, 2.2 V, and 2.5 V for 

the four batteries, respectively. During the impedance test, the 

impedance data is obtained by sweeping the frequency with an 

EIS of 0.1 Hz-5 kHz. Repeat the above three working 

conditions until the battery reaches the end of its life (30% 

capacity loss). The capacity curves with the cycle numbers are 

shown in Fig. 1. 

B. CALCE data set 

CALCE data set is another widely used set for SOH 

estimation research [45, 46]. The CS2 dataset includes 6 sub 

data set. The cycle aging conditions are CC-CV charge and CC 

discharge. In the charging process, the battery is charged at a 

constant current of 0.5 C until the voltage reaches 4.2 V, then 

charged at a constant voltage of 4.2 V till the current drops 

below 0.05 A. In the discharge process, the battery is discharged 

at different constant currents until the voltage drops below 2.7 

V [47]. In this paper, five batteries, namely CS2_33, CS2_34, 

CS2_35, CS2_36, and CS2_37 are selected for comparison. The 

constant discharge current of CS2_33 and CS2_34 is 0.5 C, 

while the constant discharge current of the other three is 1 C. 

All the batteries were tested with the Arbin Battery Tester. The 

capacity loss with cycle numbers of each battery is shown in 

Fig. 2(a) and the experimental data before the 30% capacity loss 

is used for SOH estimation in this paper, as shown Fig. 2(b). 

C. A123 System data set 

The above two data sets use the same charging protocol but 

different current rates. The third data set from the 

Massachusetts Institute of Technology and Stanford University 

[48] is used in this paper for the comparative study. The third 

dataset was collected on the A123 system, whose protocol is 

different from the first two datasets. Five battery cells (lithium-

ion phosphate (LFP)/graphite) are selected and labeled as B01-

B05. The cells have a nominal capacity of 1.1 Ah, and the 

upper-cutoff and lower-cutoff voltage are 3.6 V and 2.0 V, 

respectively. The batteries were charged with a two-step fast-

charging protocol. This protocol has the format “C1(Q1)-C2”, 

in which C1 and C2 are the first and second constant-current 

steps, respectively, and Q1 is the state-of-charge (SOC, %) at 

which the currents switch. The second current step ended at 80% 

SOC, after which the cells were charged at 1C CC-CV. The 

specific charge protocols of these five battery cells are listed in 

Table Ⅰ. The 4 C constant current is used to discharge the 

batteries until it reaches the lower-cutoff voltage. All the 

batteries are tested in the chamber at a temperature of 30 °C. 

III. HEALTH INDICATORS EXTRACTION 

HI extraction is a very important preprocessing step for data-

driven estimation, which largely determines the estimation 

performance. In this paper, a new classification of the HI 

extraction for batteries is presented. As shown in Fig. 4, the HIs  
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Fig. 4. Classification of HI extraction methods. 

 

are divided into measured variables and calculated variables. In 

the following subsections, the detailed process of these HI 

extractions is elaborated.  

A. Measured variables 

The variables that can be measured by BMS include current, 

voltage, temperature, and time. Therefore, a simple method is 

to extract the HIs from these measured variables, which has 

been widely studied by researchers. The measured variable-

based HIs can be divided into four categories: voltage curve-

based, time-based, temperature-based, and others. The 

extraction process of each method will be detailed in the 

following subsections. 

1) Voltage curve-based HIs 

The internal physical and chemical reactions change 

gradually with aging during storage and operation, resulting in 

internal ohm resistance increase and capacity loss [19]. This 

will cause noticeable changes in voltage curves during the 

charge and discharge cycles. Some characteristic HIs, such as 

voltage variation during the equal time (VVET), slope of the 

voltage curve (SV), initial voltage (IV), cut-off points (COP), 

and voltage distance (VD) from the initial cycle, show 

noticeable changes during cycles. The HIs are extracted from 

the charging process and discharge process.  

Generally, the charging protocol remains the same 

throughout the entire cycle life, and the charging curves will 

change over cycling due to battery degradation. Therefore, 

extracting HIs from the charging curves has attracted wide 

attention. According to the existing studies, the HIs extracted 

from voltage measurements mainly include: voltage increase 

during equal charge time (VIECT) [48], slope of charge voltage 

curve (SCV) [20], upper cut-off voltage point (UVP) [20], and 

initial charge voltage (ICHV) [22]. Here VIECT means the 

voltage increase values after a constant charge time from the 

preset voltage. Due to the capacity loss and resistance increase, 

VIECT usually gets larger over cycling. The voltage slope will 

increase during the aging process due to the increase of internal 

resistance. Therefore, the SCV at the same point on the charging 

voltage curve can be extracted as HI. In addition, the UVP will 

gradually shift to an earlier point, and the ICHV will increase 

gradually as a result of the resistance increase and capacity loss. 

Therefore, these two variables can be used as HIs.  

When the battery undergoes a constant discharge current 

experiment, the voltage curve shows noticeable changes with 

cycling. Some traits from the discharge voltage curve can be 

used as HIs. The HIs in the existing studies mainly include: the 

voltage decrease during equal discharge time (VDEDT) [49], 

initial discharge voltage (IDV) [50], voltage curve distance (VD) 

[51], as well as lower cut-off point (LVP) [41]. The VDEDT 

indicates the voltage decrement in a fixed discharge time 

interval. IDV means the initial voltage when the discharge 

current is loaded. The capacity loss and internal resistance 

increase will shorten the discharge time, thereby moving the 

LVP to the left and increasing VD. 

2) Time-based HIs 

The battery charge/discharge time is closely related to the 

charge/discharge rate, charge/discharge depth, and aging 

conditions. In the aging experiments, the rate and depth are 

always kept constant, therefore the charging and discharging 

time decrease with the aging cycles. As the battery undergoes 

degradation, the charge/discharge time decreases due to 

capacity loss, and voltage rises/falls faster because of the 

increase of internal resistance during constant current 

charge/discharge process. Therefore, the constant voltage 

charge time usually increases. Time-based HIs can reflect the 

battery health conditions and are used widely for SOH 

estimation. HIs such as the time interval during equal voltage 

increase (TEVI) in constant current charge process [25] and the 

time interval of equal voltage decrease (TEVD) in the discharge 

process [52] are widely used. These HIs represent the time 

intervals until the voltage reaches a preset value from certain 

starting voltage. Similarly, the time interval during the equal 

current decrease (TECD) in the constant voltage charge process 

[24] is also extracted by researchers. Another two widely used 

time-based HIs are the time of constant current charge (TCCC) 

process [23], and the time of the constant voltage charge 

(TCVC) process [41]. These two HIs directly reflect the charge 

capacities in CC and CV process. Because the temperature is 

also measured by the BMS, the time interval of equal 

temperature increase (TETI) [53] is also a meaningful time-

based HI. It represents the time interval until the temperature 

reaches a preset value from a starting point. These six HIs are 

all extracted in this paper for comparative study. In addition, it 

is worth noting that the capacity-based HIs mentioned by some 

researchers can also be classified into time-based HIs, because 

the capacity is calculated by integrating current over time.   

3) Temperature-based HIs 

Similar to voltage, the temperature is also recorded online, 

and temperature changes are easy to detect. Therefore, 

temperature-based HIs are very useful for data-driven SOH 

estimation. In the charge and discharge aging cycles, the 

temperature will rise and fall due to the internal chemical and 

physical reactions. During the aging process, the maximum 

temperature (MAT) and its location (MATL) [23, 42], as well 

as the mean temperature (MET) [24] will change. Due to the 

increase in internal resistance, the temperature will increase 

under the same load current according to Joule’s law. Therefore, 

MAT and MET will increase as the number of cycles increases. 

The capacity will decrease, and MATL will change due to the 

change in charge/discharge time. The temperature increase 

during the equal time (TIET) [54] is another useful HI. It 

represents the time interval until the temperature reaches a 

preset temperature from the initial temperature. 

4) Others 

In addition to the aforementioned HIs, the cycle number (CM) 

[55] and the current decrease during equal charge time (CDECT) 

[48] in the constant voltage charge process are also widely used. 
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Moreover, the HI that represents the ratio of CC time to CV 

time (RCV) [54] can also be calculated from TCCC and TCVC.  

B. Calculated variables 

The health information reflected by measured variables is 

limited. The calculated variables are used to extract HIs that 

reflect more information about the SOH. In this type of methods, 

the measured variables are transformed, and then the HIs are 

extracted from the transformed curves. The mainstream 

transformations include IC analysis, DV analysis, and DT 

analysis [16, 18]. Although the transformations introduce more 

computational cost, usually more useful HIs can be extracted. 

With powerful cloud computing, these HIs can also be extracted 

online in the future. In the rest of this subsection, the calculated 

variables are described in detail, and a comparison of the 

filtering methods is conducted. 

1) IC-based HIs 

IC curve analysis is a powerful non-invasive electrochemical 

analysis method that can detect subtle changes in 

electrochemical processes due to capacity loss [27, 56]. 

Different from EIS or SEI measurement, IC curve can be 

obtained based on the voltage curve, which is easier to obtained 

from the BMS [31]. The platform of the voltage curve can be 

more clearly represented by the peak value, while the rising can 

be more clearly reflected by the valley in the transformed IC 

curve. The IC is obtained by the capacity difference to a small 

voltage interval, and the IC curve shows the IC values versus 

voltage [30, 38]. Features, such as IC peak value (ICP) and IC 

valley value (ICV) [27], IC peak location (ICPL) and IC valley 

location (ICVL) [37], and IC peak area (ICPA) [43] are widely 

used as HIs. As the charge/discharge process becomes shorter 

due to capacity loss, the voltage curve starts to have larger 

slopes. Therefore, the platforms and risings in the voltage curve 

will decrease, which results in the reduction of ICP and ICV 

and the early appearance of ICPL and ICVL. These parameters 

can be extracted as useful HIs to reflect the aging conditions, 

which shows more information about the internal 

electrochemical changes. The ICPA is calculated from the area 

under the IC peak, and due to the decrement of IC, it will also 

decrease. In addition, some batteries have more than one 

voltage platform, which will cause multi peaks on the IC curve. 

The distance between two peaks (DBTP) [57] is also extracted 

and used for SOH estimation. 

2) DV-based HIs 

The DV curve is also widely used for SOH estimation, in that 

it also reflects the electrochemical process. In contrast to the IC 

curve, the peaks in the DV curve represent the phase transition 

process while the valleys represent the phase equilibrium 

positions. The DV is obtained by the voltage difference to a 

small capacity interval, and the DV curve shows the DV values 

versus capacities [33]. Based on the DV curve, the peak (DVP) 

[58]and valley (DVV) [35], the peak location (DVPL) [32, 59], 

and the valley location (DVVL) [34, 60] are extracted as HIs. 

The DV curve can be considered as the opposite of the IC curve. 

Therefore, the extraction methods of these HIs are similar to the 

IC curve. Also, some batteries have more than one valley/peak. 

Therefore, the distance (DBTV) can also be used as HIs [58]. 

3) DT-based HIs 

Similar to the voltage curve, the temperature curve can also 

be transformed into the DT curve to reflect the temperature 

transition and equilibrium position more clearly. The DT value 

is obtained by the temperature difference to a small capacity 

interval, and the DT curve shows the DT values versus 

capacities [61]. The peak (DTP) and its location (DTPL) are 

also used for SOH estimation [36]. The DTP is the peak value 

on the DT curve, which reflects the temperature quick rise stage 

in the DT curve, and the DTPL is the location or time of the 

DTP. Similar to the DVP and DVPL in the DV curve, these two 

parameters will also show changes due to the resistance 

increase and capacity loss. 

4) Others 

There are some other calculated variables that have been 

proposed in the literature in addition to the above three kinds. 

Sample entropy (SE) can be used to evaluate the predictability 

of the time series and to quantify the regularity of data series 

[62]. The parameters of the equivalent circuit model (ECMP) 

under different aging conditions can effectively reflect the 

changes in the internal resistance of the battery [63]. Recent 

studies [64, 65] on the use of Fisher information and Cramer-

Rao bound reveals the importance of optimizing the current 

profile to accurately estimate battery parameters, and therefore 

can improve the accuracy of the ECMP-based HIs. The analysis 

of the curve fitting coefficients (CFC) can be used to reflect the 

SOH of the battery, such as OCV curve fitting coefficients [66]. 

Frequency analysis (FA) is used to extract features from 

frequency-domain curves for SOH estimation [67]. In addition, 

the method of mechanical parameter (MP) analysis is also used 

to estimate battery SOH [68]. 

C. Comparison of filtering methods 

The IC, DV, and DT curves obtained through curve 

transformation usually are subject to non-negligible noise, 

which requires the curves to be filtered. Currently, the most 

widely used methods are: moving average filtering [37], 

differential filtering [38], wavelet transforming [30], and 

Gaussian filtering [39].  

 In this paper, these four commonly used filtering methods are 

compared. The 1/3 C constant current charging data of an 

experimental data set are used. The nominal capacity is 50 Ah, 

the upper cut-off and lower cut-off voltage are 4.2 V and 2.75 

V, respectively. The voltage interval of the IC curve is 80 mV, 

and the capacity interval of the DV curve is 1 Ah. All filtering 

methods adopt the same window size of 200, and the number of 

layers decomposed by WT is 8. The filtering results of the four 

methods are shown in Fig. 5. It can be found that the method 

based on DF has the maximum deviation from the original 

signal processing and presents drifting. Furthermore, the other 

three filtering methods are compared near the inflection point. 

The method based on WT has smaller fluctuations, and the 

deviation is larger at the first inflection point of the IC curve. 

Compared with the MA method, GF can be closer to the original 

data at the point where IC and DV are about to enter the peak 

and valley (the first enlarged figure in the figure), and the 

concave and convex effect is more obvious at the peak and 

valley values. Therefore, the Gaussian filtering is selected as it 

provides better signal noise reduction before the HI extraction. 
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Fig. 5. Noise reduction using different filtering methods. 

IV. HEALTH INDICATORS SELECTION 

In general, the extracted HIs are multi-dimensional. Some 

of these parameters have poor correlations with the output, or 

there may be strong correlations between the parameters. If they 

are all used as inputs, it will affect the estimation accuracy and 

easily lead to overfitting [69]. Selecting appropriate features 

can reduce the dimensions of data required, consequently, 

improve the efficiency and reliability of SOH estimation [70]. 

Feature selection is a data preprocess which eliminates subsets 

that are not closely related [71]. Feature selection methods can 

be generally divided into three categories: filter-based methods, 

wrapper-based methods, and fusion-based methods [72]. Next, 

in Section 4.1-4.2 the first two feature selection methods are 

introduced, whereas in Section 4.3 the fusion method based on 

filter and wrapper is presented. 

A. Filter-based method 

The filter-based method is a feature screening process 

separated from model training algorithms. In general, the 

correlation between each feature and the target is evaluated by 

scoring each feature, removing the features with a lower 

correlation than a certain threshold, and keeping the features 

with a higher correlation as the input of the model [73]. The 

advantage of the filter method is that it is separate from model 

training and does not affect the subsequent application after 

filtering. This makes it easy to apply to high-dimensional data 

with a relatively small computational cost [72, 74]. However, 

because the correlation of each feature is calculated separately, 

the correlation between features is ignored, which may lead to 

the poor performance of the selected feature set [72]. The 

correlation coefficient method is widely used in the selection of 

battery HIs, mainly including gray correlation analysis [24, 38]，

Pearson correlation coefficient analysis [39, 49] ， and 

Spearman correlation coefficient analysis [48, 49]. Among 

them, the Pearson correlation coefficient has some advantages, 

such as easy to calculate and express the linear relationship 

between the input and the target. Therefore, the Pearson 

correlation coefficient is selected in this paper for the filtering 

process, which is denoted as follows [39]: 

1

2 2

1 1

( )(y )

( ) (y )

n

i ii

n n

i ii i

x x y
Pearson

x x y

=

= =

− −
=

− −



 
,               (1) 

where x and y represent the feature and the target at time k, 

respectively. As for the HIs selection process, all the correlation 

coefficients between HIs and capacities are evaluated based on 

equation (1), those less than 0.8 are removed and the rest is used 

for model training and prediction.  

B. Wrapper-based method 

The wrapper-based models use specific learning algorithms 

to evaluate the quality of the selected attributes [73]. The model 

prediction performance is used to evaluate the feature subset 

[74]. Typically, a search process is predefined in the space of 

possible feature subsets, and various feature subsets are 

generated and evaluated [72]. The general process is: select a 

subset, evaluate the subset according to the prediction 

performance, select a new subset, and continue to evaluate until 

the expected quality is reached [75]. By using a cross-validation 

strategy in wrapper-based models, the model accuracy can be 

improved, but this results in a large amount of computation and 

easy overfitting [72]. The sequence backward search (SBS), 

which has high efficiency and therefore is widely used, contains 

all the features firstly, and it removes one feature per iteration 

until the results reach a preset threshold. In this paper, the SBS 

is used for the subset searching in the wrapper-based method 

for each machine learning algorithms. 

C. Fusion-based method 

From what stated above, it can be found that wrapper and 

filter complement each other. The filter-based method can 

search in the feature space efficiently and quickly, but the 

evaluation deviation of the subsequent learning task is large, 

while the wrapper-based method has good accuracy, but the 

search speed is slow. Therefore, the fusion of filter and wrapper 

method has been widely used to ensure accuracy and reduce 

computational complexity [76]. For battery SOH estimations, 

some of the features are not highly correlated with SOH, while 

others are strongly correlated with each other, which may easily 

lead to overfitting. The fusion method can filter out the 

unimportant features based on the filter process, and remove the 

redundant features based on the wrapper process, to establish a 

SOH estimator with high accuracy and low computing cost. In 

this paper, the filter method (Pearson correlation coefficients) 

is first used to remove HIs with low correlation, and then use 

the SBS wrapper method to remove the redundant HIs. 

V. MACHINE LEARNING ALGORITHMS 

After the data preprocessing (feature extraction and 

selection), the features are inputted to the machine learning 

models for the training or estimation. Machine learning has 

many superiorities such as model-free and good robustness. 

Machine learning models map the input HIs to the output 

estimation, and then predict the SOH using the later data. The 

selection of machine learning algorithms also leads to different 

estimation performances. There are four widely used methods, 

namely artificial neural network (ANN), support vector 

machine (SVM), relevance vector machine (RVM), and 

Gaussian process regression (GPR) for the SOH estimation. In 

this section, the methods of each machine learning algorithm 

are introduced in detail, and the estimation performance of each 

method are compared and evaluated in the next section. 

A. Artificial neural network 

Inspired by biological systems, especially the human brain, 

ANNs are designed to mathematically imitate this process in 

the nonlinear problems [77, 78]. Specifically, the ANN consists 

of an input layer, an output layer, and multi hidden layers [77]. 
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The input layer receives the pre-processed data and actives as a 

window between the hidden layers and the features. Next, in the 

hidden layers, each neuron contains a mathematical model that 

determines its output based on the input and can be represented 

by a weighted linear combination encapsulated in the activation 

function. The total value is converted to the activation value of 

the node by the activation function. It becomes the input to the 

next level node until the output activation value is finally 

determined. The accuracy of the output is determined by the 

hidden layer number, the neurons in each layer, the weights of 

each neuron, as well as the activation function. Generally, the 

more layer number and neuron number, the more accurate the 

model is, but riskier for overfitting. When the neuron is more 

sensitive, its weight is generally bigger. Therefore, it is needed 

to adjust these parameters for a better prediction performance.  

The ANN used in battery SOH estimation can be generally 

divided into the feed-forward neural network (FFNN) and 

recurrent neural network (RNN) [40]. Among these methods, 

the back-propagation FFNN (BPFFNN) is one of the most 

widely used methods. Forward signal propagation is used to 

pre-train the model, and backward error propagation is 

conducted to revise the weights in order to minimize the loss 

function in BPFFNN [79]. The BPFFNN was used to establish 

the observation equation of the battery, and then the UKF was 

used to estimate the remaining capacity of the battery [80]. In 

another study, the “importance sampling” was used to select the 

feature, and BPFFNN was adapted to estimate the RUL of the 

batteries [40]. The BPFFNN is used for evaluation. 

B. Support vector machine 

SVM is another widely used machine learning method for 

nonlinear systems. It is also a mature approach to SOH 

estimation [81]. This method maps data to a high-dimensional 

space and constructs an optimal separating hyperplane in this 

space. The key to the data transformation is a kernel function. 

Using the constraints of the Karush-Kuhn-Tucker condition, 

only a small part of the training data known as support vectors 

is retained and used to establish a classification or regression 

prediction model. The SVM model is defined as follows [81]:  

( ) ( ) , ,mf b R b R= +  x w x x ,                      (2) 

where x is the input matrix with m features, ( ) x  is a nonlinear 

mapping function, w and b represent the weight matrix and 

intercept of the hyperplane. Then, an insensitive loss function 

is introduced in order to solve nonlinear regression problems,  
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where   is the allowable error between the real value and the 

estimated value. The problems of regression optimization using 

standard SVM can be summarized as follows [81]: 
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where 
*,i i   are the slack variables, and C is a non-negative 

penalty coefficient, l is for the number of training samples. As 

for SOH estimation, the capacity and resistance were estimated 

by the SVM, and then the SOH was estimated [82]. The IC peak 

was tracked by the SVM to achieve the on-board battery SOH 

estimation [27]. Ten HIs were extracted from the charging and 

discharging process, and the SVM was applied to map the 

regression model for the SOH estimation [41]. 

C. Relevance vector machine 

The above two methods are non-probabilistic. However, the 

uncertainty from the measurements and the preprocessing needs 

to be quantified. The probabilistic predictions provide 

uncertainty and their correlation with data for the results [83]. 

RVM has the same equations as SVM, but provides 

probabilistic predictions based on the Bayesian framework [84]. 

The high sparsity of the RVM makes a large number of weights 

zero, which improves the computational efficiency compared to 

the SVM. The regression problem based on RVM can be 

expressed as follows [84]: 

( ) ( )( )2 2| , , ; ,n n np y x w N x w  = ,                (5) 

where x is the input matrix, ( );nx w  is the regression model 

without noise, w is the regression coefficient, ny  is the 

probabilistic output of a normal distribution with a mean of   

squared and variance of 2 . Many studies have applied the 

RVM to the battery SOH estimation problem. The empirical 

model of the capacity degradation is fitted by the RVM for 

capacity estimation [85]. A wavelet denoising approach is used 

to reduce the uncertainty of the RVM, and the mean entropy 

helped select the embedding dimension, then the SOH 

estimation is obtained [86]. Given the presence of hyper-

parameters in the SVM, and RVM needs to be optimized. The 

PSO is applied for the hyper-parameter optimization in this 

paper. The detailed description of PSO can be found in [87]. 

D. Gaussian process regression 

The GPR, as another probabilistic prediction tool, has 

become popular in the field of battery SOH estimation due to 

its flexible, nonparametric, and probabilistic properties. It can 

model the behavior of any system through the appropriate 

combination of the gaussian process and achieve the prediction 

based on a Bayesian framework combined with prior 

knowledge [88]. It contains finite variable sets, and each set is 

jointly Gaussian distributed [89]. By extending the multivariate 

Gaussian distribution to infinite dimension, the Gaussian 

process f(x) can be obtained, which is constructed by means of 

the mean function m(x) and the covariance function k(xi, xj) [90]:  

( )( ) ( )m x E f x= ,                            (6) 

( ) ( ) ( )( )i i i, ( ( ) ( ))
f j j jk x x E f x m x f x m x= − −   .          (7) 

The covariance function, also known as the kernel function, is 

used to capture the similarity between different inputs, which is 

highly sensitive to the predicted performance of the GPR. The 

hyper-parameters, usually optimized by the maximum 

likelihood estimation of the edge probability [91]. According to 

the training data and test data, the prior distribution is 

constructed, and the predicted posterior distribution can be 

obtained by using Bayesian theory [92]: 
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( ) ( )2
| , , ,m t t m m mp y x y x N  = ,                (8) 

where xt, yt are the input and output of the training sample, xm, 

ym are the input and forecast output of the test sample, m is the 

predicted mean, 2

m  is the predicted variance. A data-driven 

diagnostic technique based on GPR for in situ capacity 

estimation is conducted, which estimates capacity over a short 

period of galvanostatic operation [92]. The features are 

extracted from the measured voltage curve [20] and calculated 

IC curve [30, 93], and GPR is adopted for regression tracking. 

E. SOH estimation process 

The flowchart of the SOH estimation is shown in Fig. 6. It 

contains four steps, including data acquisition, feature 

extraction and selection, model training, and SOH estimation. 

Some recorded data such as voltage and current are inputs for 

the measured variables-based HIs and calculated variables-

based HIs extraction. Then, three different feature selection 

methods are adopted to select each subset. After that, different 

machine learning algorithms are used for model training, 

including self-model and mutual model. Finally, the SOH is 

estimated based on the different models, and the accuracy, 

robust, and computational efficiency are evaluated to 

demonstrate the estimation performance of each method. 

VI. RESULTS AND DISCUSSION 

The SOH estimation results are presented and evaluated in 

this section. The model training strategies for SOH estimation 

can be divided into two categories. One uses historical data to 

train the model, and estimates SOH for the remaining cycle life. 

The other trains a regression model using one battery’s data, 

and then estimates the other batteries’ SOH using the same 

model. In this paper, these two training strategies are conducted 

to compare the different HI selection methods and different 

machine learning algorithms. HIs selected by each method are 

listed in the APPENDIX. 

A. Machine learning algorithms 

In this paper, publicly available toolboxes are used to 

implement the four machine learning algorithms. The toolbox 

used for ANN is the Neural Net Fitting app in MATLAB; 

the toolbox used for SVM is libsvm-3.23 from [94]; the 

toolbox used for RVM is from [95], and the toolbox used for 

GPR is gpml-v4.2 [96]. There are some hyper-parameters in 

the algorithms, which have significant impacts on the 

estimation effects. Therefore, the optimization of the hyper-

parameters is necessary before the model training and 

prediction. The PSO algorithm is used for the hyper-parameter 

optimization of SVM and RVM. The number of evolutionary 

generations is 100, and the population is 20. The number of 

hidden layers is 20 for ANN, and the evolutionary generation is 

100 for GPR. The RMSE and MAE are used to evaluate the 

estimation accuracy and the calculation time is used to assess 

the computational efficiency, respectively. The calculation time 

contains model training and estimation time except for 

parameter optimization time because the optimization process 

is different, and the parameter number is also different. 
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Fig. 6. Flowchart of the battery SOH estimation. 

B. Evaluations for the first training strategy 

In this section, the first training strategy is examined based 

on the NASA data set. The early experimental data is used for 

model training, and the remaining data is used for the SOH 

estimation. First, the comparisons of different machine learning 

algorithms are carried out where 50% of the experimental data 

is used for model training, and the rest is used for SOH 

estimation. The comparison results are listed in Table. Ⅱ, where 

the time is the average value of the four batteries containing the 

training and estimation process. It shows different 

performances for these four algorithms in both accuracy and 

computational efficiency. The accuracy of RVM is generally 

worse than the other three, while the calculation time (mean of 

the four batteries) of ANN is much larger than the other three. 

It suggests that the GPR and SVM are performs better. 

Although the evolutionary generations are 100 for both GPR 

and SVM, the optimization speed of GPR (0.08 seconds) is 

faster than that of SVM (24.86 seconds). And the results of GPR 

are probabilistic with confidence intervals. Also, the 

computational efficiency is higher. Therefore, the GPR is more 

suitable for real applications.  

Next, the comparison of different HI selection methods is 

conducted. First, the 50% data set is used to train the regression 

model, and the remaining data is used to estimate the SOH using 

the GPR algorithm. The estimated error results for each battery 

based on different HI selection methods are listed in Table. Ⅲ. 

And the results of B0006 are depicted in Fig. 7, where (a) to (d) 

represents the results based on Initial HIs (InH), filter selected 

HIs (FiSH), wrapper selected HIs (WSH), and fusion selected 

HIs (FuSH), respectively. It shows that all the results are 

satisfying. However, it can obviously be seen that Fig. 7(b) has 

the widest confidence interval, and the MAE is also the largest. 

The estimated errors of Fig. 7(c) seem to be the smallest, while 

the confidence interval of Fig. 7(d) seems to be the narrowest. 

Table. Ⅲ shows that the RMSE and MAE of WSH are overall 

smaller except for B0005 whose RMSE and MAE are larger 

than those of FuSH. This may be caused by the local optimal of 

the wrapper methods in the selection process, and that can be 

avoided by the fusion method. FuSH also provides satisfying 

estimation results, which are slightly bigger than wrapper but 

much smaller than filter. Moreover, the HIs selected by fusion 

method has the smallest dimension, which contributes to 

creating a SOH estimator with shorter computational time and 

less storage memory. 
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Next, the data set is reduced to 10% for training the 

regression models to see the robustness and the adaptability of 

each HIs subset. The error results are listed in Table. Ⅳ, and 

the estimation results of B0005 are shown in Fig. 8. Apparently, 

when less data is used for model training, all the results get 

worse. Among the four plots in Fig. 8, the first two results are 

divergent, and the last two results are still convergent, but all 

the confidence intervals are increased. It seems the estimation 

can only track the standard value in the first few cycles and lose 

its accuracy in the following cycles in Fig. 8(a) and Fig. 8(b), 

which means the HIs are not sufficient. On the contrary, the 

estimation in Fig. 8(c) and Fig. 8(d) can follow the standard 

value entire the cycle life. In addition, HIs selected by fusion-

based method are much less than that of wrapper-based method, 

and the confidence interval is also narrower in the early cycles. 

The RMSEs are less than 1.5%, while the MAEs are less than 

4.0% for B0005-B0007 and less than 7.5% for B0018, which 

means the results support the accuracy requirements on EVs. 

C. Evaluations for the second training strategy 

In this section, the second estimation strategy where the data 

of one battery is used for model training and the trained model 

is used for predictions on other batteries. First, the estimation 

results of the CALCE data set are assessed, and then the 

estimations of the A123 system data set are evaluated. 

1) Comparisons and evaluations using CALCE data set 

The data of CALCE is first used for comparisons based on the 

GPR algorithm, where the aging data of CS2_35 is used for 

model training. First, the estimation results of CS2_36 and 

CS2_37, whose constant discharge current rates are the same as 

that of CS2_35, are analyzed. The data dimensions of each HI 

selected method and the estimated errors are listed in Table. Ⅴ. 

And the estimated results for CS2_36 are shown in Fig. 9. The 

results don’t show the obvious difference, and all the HI sets 

could provide accurate estimations. The RMSEs are close, but 

the dimension of FuSH is the smallest, means the smallest 

computation cost is needed, but satisfying results could be 

obtained. There is a large error in Fig. 9(b) that causes the MAE 

larger than the others. The estimation of CS2_37 shows the 

same phenomenon. But the MAEs obtained by InH and FiSH 

are obviously larger than of WSH and FuSH. That means the 

wrapper and fusion select the more optimal combinations of HIs. 

From the results of CS2_36 and CS2_37, it can be concluded 

that when the test batteries go through the same aging protocol 

with the training one, the estimations are accurate and reliable 

whatever the subset. However, in this case, the computational 

efficiency needs to be considered for potential usage. It is 

shown that the fusion-based method removes the less correlated 

and redundant HIs, and create a more refined subset. 

Next, the regression model trained by the experimental data 

of CS2_35 is used to estimate the CS2_33 and CS2_34, whose 

discharge current rates are different from CS2_35. These results 

reflect the estimation robustness and adaptability of each HI 

subsets. The error results are listed in Table. Ⅵ, and the 

estimation results of CS2_33 are shown in Fig. 10. The results 

are quite different from those from CS2_36 and CS2_37. When 

the batteries go through different discharge conditions, the 

estimation from the regression model gets worse. The 

estimation results in Fig. 10(a) and Fig. 10(b) are poor and their 

estimation performance is poor too. However, when wrapper 

and fusion based methods are used to find the optimal subset, 

the estimation results are still good enough for the real 

applications. As for CS2_33, the estimation obtained by FiSH 

has big deviations in the last few cycles, which causes a large 

MAE. MAE and RMSE are less than 3.0% and 2.0% for both 

WSH and FuSH. And the errors of WSH are slightly less than 

that of FuSH. But the HI number of FuSH is 5 while that of 

WSH is 9. As for the estimation results of CS2_34, it shows that 

the first two HI sets lose their estimation effect, while the last 

two HI sets could still give satisfactory estimations. However, 

the MAE and RMSE of FuSH are less than that of WSH. This 

indicates that some HIs selected by the wrapper method are not 

suitable for the estimation of this battery. The MAE and RMSE 

obtained by the FuSH are less than 1.1% and 3.7%, which are 

good enough for the BMS requirements. Here, the HIs needed 

are less than the other three, and the accuracy is satisfactory. 

Therefore, the HIs selected by fusion method could guarantee 

the accuracy and robustness with a low computational cost. 

2) Comparisons and evaluations using A123 system data set 

After the comparison based on CALCE data, the data set 

provided by Ref.[51] is used. The cathode material of the 

batteries is LPF, different from the above two types of batteries. 

The B01 is used for the regression model training, and the other 

batteries are used for estimation. The estimation results of B02 

and B04 are drawn in Fig. 11 and Fig. 12, respectively. The 

dimension of each feature subset and the estimation errors are 

listed in Table. Ⅶ. It is worth noting that the B02 went through 

the same aging protocol with the trained battery. Therefore, the 

estimation results shown in Fig. 11 are perfect. All the feature 

sets can provide accurate and reliable estimations. The RMSE 

and MAE of each method don’t have significant differences, all 

the RMSEs are less than 0.12%, and all the MAEs are less than 

0.60%. However, the feature dimension of FuSH is much less 

than the other three, less than half of the InH, which would 

largely reduce the computational cost and storage memory of 

the HI extraction process, and still guarantee the estimation 

accuracy. The SOH estimations of the other three batteries are 

carried out, whose charging protocol is different from B01, but 

the discharging protocol is the same as B01. The RMSE and 

MAE of each battery cell are listed in Table. Ⅶ. It shows that 

if the charging protocol is different, the accuracy will get 

slightly worse. The estimation results of the B04 are shown in 

Fig. 12. It shows that Fig. 12(d) has the best estimation 

performance, and the errors are closer to 0 over the all cycles. 

The confidence interval of Fig. 12(b) is narrow, but doesn’t 

cover the standard value, which means the reliability is low. It 

shows the WSH is not better than FuSH, the possible reason is 

that the selection process fell into local minima. On the other 

hand, there are 25 HIs in WSH. Some may not be good and 

suitable for the other batteries. That is the drawback of wrapper. 

 
Table. Ⅱ. Estimated errors (%) and calculate time (ms) of different algorithms.  

Battery Index ANN SVM RVM GPR 

B0005 
RMSE 1.12 0.60 1.64 0.55 

MAE 3.15 1.23 3.01 2.07 

B0006 
RMSE 2.71 1.98 7.36 1.27 
MAE 6.57 6.04 13.13 3.55 

B0007 
RMSE 1.76 1.05 3.16 0.39 

MAE 3.65 2.25 4.69 1.03 

B0018 
RMSE 2.12 1.40 8.41 1.63 

MAE 6.24 2.91 15.32 5.14 

Time (ms) 256.31 13.43 12.21 10.48 
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(a) Estimation results using InH            (b) Estimation results using FiSH           (c) Estimation results using WSH        (d) Estimation results using FuSH 

Fig. 7. SOH estimation results of B0006 using 50% data for model training. 
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Fig. 8. SOH estimation results of B0005 using 10% data for model training. 
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Fig. 9. SOH estimation results of CS2_36. 

Table. Ⅲ. SOH estimated errors based on different HIs with a 50% training set.  

HIs Index B0005 B0006 B0007 B0018 

InH 
Dimension 30 30 30 30 

RMSE 0.55 1.27 0.39 1.63 

MAE 2.07 0.39 1.03 5.14 

FiSH 
Dimension 18 20 16 16 

RMSE 1.25 2.27 1.41 2.89 

MAE 2.91 6.43 3.33 6.82 

WSH 
Dimension 20 22 23 21 

RMSE 0.28 0.93 0.30 1.38 

MAE 1.29 1.98 1.00 4.07 

FuSH 
Dimension 13 11 9 13 

RMSE 0.24 0.96 0.35 1.01 

MAE 0.82 2.29 1.44 2.54 

 
Table. Ⅴ. SOH estimated errors for CS2_36 and CS2_37. 

Feature 
set 

Feature 
dimension 

SOH predicted error 

for CS2_36 

SOH predicted error 

for CS2_37 

RMSE MAE RMSE MAE 

InH 19 0.45 0.71 0.28 1.29 
FiSH 12 0.47 2.97 0.27 1.28 

WSH 14 0.43 0.51 0.29 0.48 

FuSH 9 0.44 0.51 0.27 0.44 

 

Table. Ⅳ. SOH estimated errors based on different HIs with a 10% training set. 

HIs Index B0005 B0006 B0007 B0018 

InH 
Dimension 30 30 30 30 

RMSE 10.16 5.78 8.82 5.55 

MAE 16.94 12.02 14.81 8.39 

FiSH 
Dimension 18 20 16 16 

RMSE 10.57 6.17 1.32 11.49 

MAE 17.49 12.98 3.43 23.81 

WSH 
Dimension 22 23 21 23 

RMSE 0.75 1.22 1.04 1.49 

MAE 4.42 3.34 3.14 7.07 

FuSH 
Dimension 13 11 13 13 

RMSE 0.56 1.50 1.30 1.61 

MAE 2.72 3.69 3.39 7.44 

 
Table. Ⅵ. SOH estimated errors for CS2_33 and CS2_34. 

Feature 
set 

Feature 
dimension 

SOH predicted error 

for CS2_33 

SOH predicted error 

for CS2_34 

RMSE MAE  RMSE  MAE (%) 

InH 14 7.71 35.24 114.7 494.1 
FiSH 7 11.79 169.36 729.0 4070 

WSH 9 1.49 2.45 2.83 5.91 

FuSH 5 1.56 2.82 1.03 3.70 
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Fig. 10. SOH estimation results of CS2_33. 
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Fig. 11. SOH estimation results of B02. 
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Fig. 12. SOH estimation results of B04. 

 

Compared to the estimation results of the CALCE data set, 

the A123 system data set has more accurate estimations. It may 

be because the features are larger than the former one, and the 

experiments are carried out more strictly, which makes HIs 

more effective. On the other hand, when the test batteries went 

through the same aging protocol with the training battery, both 

the two estimations are accurate. The CALCE uses the same 

charging protocol, while the A123 system uses the same 

discharging protocol. The results show the errors of the A123 

system are less than the CACLE, indicating that discharging 

affects accuracy more than charging. However, in real world, it 

is mostly closer to the later one and sometimes confirmed to the 

former one. Thus, combining the two results, the fusion and 

wrapper-based methods provide more accurate estimations, and 

fusion methods could reduce the computational cost and storage 

memory by reducing the feature dimensions, and avoid falling 

into local optimality to some extent. 

Finally, the computational efficiency of the four algorithms 

is further compared using the A123 system data set. The InH 

and the FuSH are used for the comparison, whose results are 

listed in Table. Ⅷ and Table. Ⅸ, respectively. It shows all the 

algorithms have an overall more accurate estimation when the 

FuSH is used. Similar to the comparison using the first strategy, 

the RVM has worse accuracy. The GPR is overall more 

accurate than ANN and SVM whose accuracy is close to each 

other. According to the calculation time, the computational cost 

of ANN is larger than the others, and the GPR shows the fastest 

computational speed. Compared to the InH, computational 

efficiency is better when the FuSH is used. In addition, the 

calculation time of the optimization process for the hyper-

parameters is listed in Table. Ⅹ. The optimization process of 

GPR is much faster than that of SVM and RVM and the 

optimization processes are faster when the FuSH is used. 

D. Discussion and recommendation 

Feature selection in data preprocessing and machine learning 

algorithms are the two keys to the data-driven SOH estimation. 

The comprehensive evaluations of both are carried out based on 

three publicly available battery data sets using two common 

training strategies. In the first strategy, there are no significant 

differences of the estimation performance when enough data is 

used for model training. However, when the training data is 

reduced, the wrapper-based method and fusion-based method 

still provide satisfying estimations based on more efficient HIs.  
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Table. Ⅶ. SOH estimated errors for A123 batteries. 

Feature 
set 

D 
B02 B03 B04 B05 

R M R M R M R M 

InH 30 0.12 0.35 0.75 3.63 0.35 0.96 0.55 2.60 

FiSH 17 0.12 0.59 0.75 3.28 0.37 0.85 0.95 1.86 
WSH 25 0.09 0.32 0.49 1.08 0.36 0.93 0.56 4.25 

FuSH 13 0.10 0.47 0.30 1.08 0.14 0.67 0.34 1.37 

 

Table. Ⅷ. Estimated errors and calculate time using InH. 

Battery Index ANN SVM RVM GPR 

B02 
RMSE 0.52 0.53 1.37 0.12 

MAE 0.85 1.07 3.53 0.35 

B03 
RMSE 1.29 1.04 18.76 0.75 
MAE 1.63 6.95 77.83 3.63 

B04 
RMSE 0.26 0.27 2.44 0.35 

MAE 0.62 0.64 4.18 0.96 

B05 
RMSE 0.33 0.43 1.78 0.55 

MAE 1.31 1.29 5.46 2.60 

Time (ms) 297.75 284.81 235.23 101.59 

 

Table. Ⅸ. Estimated errors and calculate time using FuSH. 

Battery Index ANN SVM RVM GPR 

B02 
RMSE 0.54 0.52 0.65 0.10 
MAE 0.84 1.06 1.36 0.47 

B03 
RMSE 0.29 0.27 0.66 0.30 

MAE 1.05 0.97 1.56 1.08 

B04 
RMSE 0.35 0.34 0.54 0.14 

MAE 0.83 0.76 1.69 0.67 

B05 
RMSE 0.24 0.26 0.47 0.34 
MAE 1.15 0.93 3.01 1.37 

 

Table. Ⅹ. Calculation time (s) of the parameters’ optimization. 

 SVM RVM GPR 

InH 1822.03 934.81 7.22 

FuSH 1056.41 805.23 6.41 

 

The fusion-based method has the potentials to avoid the local 

optimization, which may lead to the accuracy decrease of the 

wrapper-based method. As for machine learning methods, the 

computational cost of ANN is much larger than the others in 

this estimation strategy, and the accuracy of RVM is lower than 

the others. The accuracy of SVM and GPR are similar, but the 

results of GPR are probabilistic, and the uncertainty is provided. 

Therefore, the combination of the fusion-based HI selection 

method and GPR based estimation method has more advantages 

based on accuracy and computational efficiency. In the second 

estimation strategy, when the testing battery goes through the 

same aging protocol with the training battery, all the HI sets 

provide a good estimation. On the contrary, when the tested 

battery has a different aging protocol, the results show obvious 

differences. InH and FiSH get rapid deterioration even lose 

their estimation performance, while the WSH and FuSH still 

estimate the SOH accurately and reliably. The WSH set is more 

accurate than that of FuSH for some testing batteries but can 

also be worse for a few batteries. One possible reason for that 

is that the feature dimension of WSH is larger than that of FuSH, 

while some HIs are not efficient for testing batteries. Similar to 

that of the first estimation strategy, the computational cost of 

ANN is the largest, and the accuracy of RVM is the worst. In 

this strategy, the calculation time of GPR is much shorter than 

the others in the estimation process, and the optimization time 

for hyper-parameters is also the smallest. Another interesting 

result is that the results from the CALCE data set are worse than 

the A123 system data set as the tested batteries go through 

different test protocols. It suggests that the difference in the 

discharge process may have more significant impacts compared 

to the difference in the charging process. However, EVs always 

go through the different discharging processes. The results from 

CALCE batteries show a more significant difference between 

the four selection methods. Therefore, the WSH and the FuSH 

have more practical potentials for real usages. In terms of the 

evaluation of data preprocessing and machine learnings, the 

combination of the fusion-based selection method and the GPR 

learning method shows great performance. This method 

reduces the data dimension, extracts features faster, and retains 

estimation performance. In future potential applications, this 

work provides valuable improvements for the battery health 

prediction when the cloud technology is combined with 

onboard BMS. And the method does not rely on one specific HI 

but all available HIs that can be extracted onboard. 

VII. CONCLUSION 

Machine learning is widely used in battery state estimation. 

Data-driven battery SOH estimation draws a significant role in 

the BMS for health management and secondary utilization 

guidance and will be widely applied in future EVs under the big 

data era. By making the optimal combination of data 

preprocessing methods and machine learning algorithms for 

real applications, a comprehensive study is carried out in this 

paper. A new classification of the HI extracted methods is 

proposed, and the detailed process for each method is reviewed 

and summarized. The noise reduction performance of the 

calculated parameters based on four filter methods are assessed. 

Three feature selection methods, including a proposed fusion 

method, are used for the HI subsets selection before model 

training. Four widely used machine learning algorithms are 

adopted for the SOH estimation. Comparisons and evaluations 

for the feature selection methods and machine learning 

algorithms are carried out, and the accuracy and computational 

efficiency are assessed using three public data sets. The results 

show the combination of FuSH and GPR is the most 

recommended method for the potential practical usages. 

APPENDIX 

Table. Ⅰ. The HIs in each selected subset using 50% data for model training. 

(I, Fi, W, and Fu represent the InH, FiSH, WSH, and FuSH, respectively) 

HI 
B0005 B0006 

I F W Fu I Fi W Fu 

VIECT √ √ √ √ √  √  

SCV √ √ √ √ √  √  
UVP √ √ √ √ √ √ √  

ICHV √  √  √ √  √ 

VDEDT √ √ √ √ √ √ √ √ 

IDV √  √  √ √ √  

VD √ √  √ √ √ √ √ 

LVP √ √  √ √ √   
TEVI √ √ √  √ √ √  

TEVD √ √ √  √ √ √ √ 

TECD √ √ √ √ √ √ √ √ 
TCCC √ √ √ √ √ √ √  

TCVC √ √  √ √ √ √ √ 

TETI √    √ √   
MAT √  √  √ √ √ √ 

MATL √ √ √  √ √ √ √ 

MET √    √  √  
TIET √    √  √  

CDECT √    √    

ICP √ √ √ √ √ √ √ √ 
ICV √  √  √  √ √ 

ICPL √ √ √ √ √ √ √  
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ICVL √    √    
ICPA √ √ √ √ √  √  

DVP √  √  √ √  √ 

DVV √ √ √ √ √ √ √  
DVPL √ √ √  √    

DVVL √  √  √ √ √  

DTP √ √   √    
DTPL √    √ √ √  

Total 30 18 20 13 30 20 22 11 

HI 
B0007 B0018 

I Fi W Fu I Fi W Fu 

VIECT √  √  √    
SCV √ √ √  √ √ √ √ 

UVP √ √ √  √ √ √ √ 

ICHV √ √ √  √  √  
VDEDT √ √ √ √ √ √ √ √ 

IDV √  √  √ √ √ √ 

VD √ √ √  √ √ √ √ 
LVP √ √   √ √ √ √ 

TEVI √ √ √ √ √ √ √  

TEVD √ √ √ √ √ √  √ 

TECD √  √  √  √  

TCCC √ √ √  √ √ √ √ 

TCVC √ √  √ √  √  
TETI √    √  √  

MAT √  √  √  √  

MATL √ √ √ √ √ √ √ √ 
MET √  √  √  √  

TIET √    √    

CDECT √  √  √  √  
ICP √ √ √ √ √ √ √ √ 

ICV √  √  √    

ICPL √ √ √ √ √  √  
ICVL √    √    

ICPA √ √ √ √ √ √ √ √ 

DVP √  √  √ √  √ 
DVV √ √ √ √ √ √ √  

DVPL √  √  √    

DVVL √    √ √   

DTP √  √  √    

DTPL √ √   √ √ √ √ 

Total 30 16 23 9 30 16 21 13 
 

 

Table. Ⅱ. The HIs in each selected subset using 10% data for model training 

HI 
B0005 B0006 

I Fi W Fu I Fi W Fu 

VIECT √ √ √ √ √  √  

SCV √ √ √ √ √  √  

UVP √ √ √ √ √ √ √  
ICHV √  √  √ √ √ √ 

VDEDT √ √ √ √ √ √ √ √ 
IDV √  √  √ √ √  

VD √ √  √ √ √ √ √ 

LVP √ √  √ √ √   
TEVI √ √ √  √ √ √  

TEVD √ √ √  √ √ √ √ 

TECD √ √ √ √ √ √ √ √ 
TCCC √ √ √ √ √ √ √  

TCVC √ √  √ √ √ √ √ 

TETI √    √ √   
MAT √  √  √ √ √ √ 

MATL √ √ √  √ √ √ √ 

MET √    √  √  
TIET √    √  √  

CDECT √  √  √    

ICP √ √ √ √ √ √ √ √ 
ICV √  √  √  √ √ 

ICPL √ √ √ √ √ √ √  

ICVL √    √    
ICPA √ √ √ √ √  √  

DVP √  √  √ √  √ 

DVV √ √ √ √ √ √ √  
DVPL √ √ √  √    

DVVL √  √  √ √ √  
DTP √ √   √    

DTPL √  √  √ √ √  

Total 30 18 22 13 30 20 23 11 

HI 
B0007 B0018 

I Fi W Fu I Fi W Fu 

VIECT √  √  √    

SCV √ √ √  √ √ √ √ 

UVP √ √ √ √ √ √ √ √ 
ICHV √ √ √ √ √  √  

VDEDT √ √ √ √ √ √ √ √ 

IDV √  √  √ √ √ √ 
VD √ √ √ √ √ √ √ √ 

LVP √ √   √ √ √ √ 

TEVI √ √ √ √ √ √ √  
TEVD √ √ √ √ √ √  √ 

TECD √  √  √  √  

TCCC √ √ √  √ √ √ √ 
TCVC √ √  √ √  √  

TETI √    √  √  

MAT √  √  √  √  

MATL √ √ √ √ √ √ √ √ 

MET √    √  √  

TIET √    √    
CDECT √  √  √  √  

ICP √ √ √ √ √ √ √ √ 

ICV √  √  √    
ICPL √ √ √ √ √  √  

ICVL √    √    

ICPA √ √ √ √ √ √ √ √ 
DVP √    √ √  √ 

DVV √ √ √ √ √ √ √  

DVPL √  √  √  √  
DVVL √    √ √ √  

DTP √  √  √    

DTPL √ √  √ √ √ √ √ 

Total 30 16 21 13 30  23 12 

 

 

Table. Ⅲ. The HIs in each selected subset for model training of CS2_35. 

HI 
CS2_36 and CS2_37 CS2_33 and CS2_34 

I Fi W Fu I Fi W Fu 

VIECT √  √  √  √  

SCV √  √  √  √  
UVP √ √  √ √ √  √ 

ICHV √    √    

VDEDT √ √ √ √     
IDV √ √ √      

VD √ √ √ √     

LVP √ √ √ √     
TEVI √ √  √ √ √   

TEVD √ √ √      

TECD √  √  √  √  
TCCC √ √ √ √ √ √ √ √ 

TCVC √ √ √ √ √ √ √ √ 

TETI         
MAT         

MATL         

MET         
TIET         

CDECT √  √  √  √  

ICP √ √ √ √ √ √ √ √ 
ICV         

ICPL √    √    

ICVL         
ICPA √ √ √  √ √ √  

DVP         

DVV √ √ √ √ √ √ √ √ 
DVPL         

DVVL √    √    

DTP         
DTPL         

Total 19 12 14 9 14 7 9 5 
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Table. Ⅳ. The HIs in each selected subset for model training of B01. 

HI Initial Filter Wrapper Fusion 

VIECT √ √ √  

SCV √ √ √  

UVP √ √ √ √ 
ICHV √ √ √ √ 

VDEDT √ √ √ √ 

IDV √  √  
VD √  √  

LVP √ √ √ √ 

TEVI √ √ √  
TEVD √ √ √ √ 

TECD √  √  

TCCC √ √ √ √ 
TCVC √    

TETI √    

MAT √ √ √ √ 
MATL √ √ √  

MET √  √  

TIET √  √  
CDECT √  √  

ICP √ √ √ √ 

ICV √  √  
ICPL √ √ √ √ 

ICVL √    
ICPA √ √  √ 

DVP √    

DVV √ √ √ √ 
DVPL √  √  

DVVL √ √ √ √ 

DTP √  √  
DTPL √ √ √ √ 

Total 30 17 25 13 
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