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Abstract— This paper proposes a real-time capable augmented
control scheme for a parallel evaporator organic Rankine
cycle (ORC) waste heat recovery system for a heavy-duty diesel
engine, which ensures efficient and safe ORC system operation.
Assuming a time constant separation between the thermal and
pressure dynamics, a nonlinear model predictive control (NMPC)
is designed to regulate the mixed working fluid (WF) outlet
temperature and the differential temperature between the two
parallel evaporator outlets. Meanwhile, the evaporator pressure
is regulated by an external PID control. The NMPC is designed
using a reduced order, moving boundary control model of the
heat exchanger system. In the NMPC formulation, state feedback
is constructed from the estimated state via an unscented Kalman
filter based on temperature measurements of the exhaust gas
and WF at the evaporator outlet. The performance of the
proposed control scheme is demonstrated in simulation over an
experimentally validated, high fidelity, and physics-based ORC
plant model during a transient constant speed and variable load
engine drive cycle. The performance of the proposed control
scheme (NMPC plus PID) is further validated via comparison
with a conventional, multiple-loop PID controlling both the mixed
evaporator outlet WF temperature, and the evaporator pressure.
The simulation results demonstrate that the proposed control
scheme outperforms a multiple-loop PID control in terms of both
safety and total recovered thermal energy by up to 12% and 9%,
respectively.

Index Terms— Heavy-duty diesel engine, model predictive
control, organic Rankine cycle (ORC), unscented Kalman
filter (UKF), waste heat recovery (WHR).

I. INTRODUCTION

ABOUT 45% of the energy consumed by a heavy duty
diesel engine is wasted via hot exhaust gases and through

conduction, convection, and radiation from hot component
surfaces [1]. Although it is not technically and economi-
cally feasible to recover all waste heat, the increasing need
for energy efficiency can be party addressed by adopting
waste heat recovery (WHR) technologies. Furthermore, this
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reused waste heat is “emission free” and would substantially
reduce greenhouse gas emissions.

Among existing technologies, organic Rankine cycle (ORC)
systems are considered a viable and mature technology for
their relative cost effectiveness and high WHR efficiency. The
ORC system uses a waste heat source (e.g., engine exhaust)
to vaporize working fluid (WF) via a heat exchanger. The
vapor phase WF then generates a mechanical power via an
expansion device. In most applications, a turbine expander
connected with a generator is used to convert the mechanical
power to electricity. However, for automotive applications,
the expansion device can be used to transfer mechanical power
directly to the engine drivetrain. The wide acceptance of ORC
technology for WHR can be explained by: 1) its modularity
and versatility (i.e., a similar ORC unit can be installed for
different applications and heat sources); 2) the technolog-
ical maturity of the components thanks to the similarities
between ORC and refrigeration systems; and 3) its ability
to operate efficiently between small and moderate tempera-
ture differences. Due to these attributes, an ORC technology
has already yielded encouraging results in various settings:
automotive WHR [2], combined heat and power plants [3],
power generation from renewable heat sources (solar and
geothermal) [4], etc.

In automotive WHR alone, ORC technology exhibits supe-
rior WHR efficiency (about 15%–25%) [5] relative to compet-
itive technologies, such as thermoelectric generators [6]–[8],
turbo compounding [9]–[11], stirling engines [12], [13], and
Brayton cycles [14], [15]. As a result, ORC WHR is widely
researched for heavy duty vehicles and has yielded various
degrees of success, owing to their utilization of long-haul drive
cycles [5], [16]–[21]. Cummins achieved 3.6% absolute brake
thermal efficiency (BTE) improvement for the on-road tractor-
trailer fleet by using both exhaust gas recirculation (EGR) and
exhaust gas streams as heat sources in an ORC WHR sys-
tem [21]. Daimler achieved 2% absolute BTE improvement for
on-road tractor-trailer fleet using exhaust gas, engine coolant,
and charge air as heat sources [21]. Bosch experimentally
obtained 2.1, 5.3, and 9 kW of turbine generated power from
B25, B50, and B75 conditions, respectively, while operating a
12L heavy duty engine with an ORC system [20].

Aside from the initial successes of ORC systems in
heavy-duty vehicles, implementation challenges prevent the
widespread commercial use of ORC-WHR. These challenges

1063-6536 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

2 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY

include: 1) developing stable, noncorrosive, and nontoxic WFs
for ORC systems; 2) improving expander efficiency; 3) man-
aging the compact component packaging; and 4) obtaining
safe and efficient system operation. The first three challenges
are related to the system design and publication records
indicate that they have garnered significant attention [22]–[27].
However, few works exist which tackle efficient and safe ORC
system operation. This challenge requires precise control of
ORC system pressure and temperature, and current control
strategies often struggle to attain satisfactory performance over
transient operating conditions.

The ORC system often undergoes rapid transitions
from the nominal operating point to off-design conditions,
especially with transient heat sources. Optimal system oper-
ation is only possible in a very narrow range of WF evap-
orating pressure and temperature. The maximum applicable
operating temperature is constrained by degradation of the
WF while the lower constraint is fixed by condensation of
WF in the expansion device/turbine expander. To address the
control challenges of maintaining optimal operation within
acceptable safety margins, some control design schemes have
been proposed in the literature. Many of the existing control
schemes focus on the common control approaches: feedback
plus feedforward [28], PI-based decentralized control [29],
and gain-scheduled PI-type control [30], underlying that the
best performance is obtained with regulation of evaporating
pressure and superheating temperature. However, such control
schemes may not offer optimal or satisfactory results for highly
transient heat source profiles for two main reasons: 1) the
reference trajectory of evaporation pressure and temperature
is generated through steady-state optimization and 2) the
disturbance rejection capability of the traditional feedback
control methodologies is very limited.

To address the limitations of traditional control strategies,
recent works propose the use of advanced control strategies
including: nonlinear/linear model predictive control [31],
[32], multilinear model predictive control [33], supervisory
predictive control [34], and extended prediction self-adaptive
control [35]. In most of these works, simulation studies
confirmed the superior performance of advanced control
strategies over traditional PID control. However, the real-time
implementation of advanced control strategies is questionable
due to the computational complexity of the intended control
algorithm. Most of these studies are focused on precise control
which either minimizes the WF superheat or maintains vapor
quality close to unity. These ORC control variables are
largely assumed to be both safety and performance indicators.
Although this assumption is true for ORC systems utilizing
a low latent heat WF [36], Xu et al. [37] and Xu et al. [38]
pursued a steady-state power optimization work to determine
a theoretical operating point for a selected WF (e.g., ethanol).

To address the aforementioned limitations of the above
cited advanced control schemes, two-level control strategies
are proposed in the literature. These two-level strategies con-
sider optimal evaporation pressure or temperature trajectory
generation in the higher level and reference tracking output
feedback control or model predictive control in the lower
level [39], [40]. Different methods are considered for reference

generation including both offline [41] and online [39], [40]
formulations of the optimization problem to maximize the net
power within defined safety constraints.

In addition to the well-researched ORC control problem
of efficient and safe operation, there are further challenges
depending on the ORC system design and configuration.
Most common ORC-WHR design architectures for
automotive applications include single and double evaporator
configurations. In a single evaporator configuration, only the
tailpipe (TP) exhaust gas stream is utilized as a heat source
with or without an intermediate recuperator [31]. In the
double evaporator configuration, two separate evaporators are
used to recover heat from both the TP exhaust gas stream
and the EGR stream in parallel [32]. For a parallel evaporator
ORC system design, a coordinated control effort is needed to
split WF mass flowthrough each evaporator. For parallel boiler
configurations utilizing a single pump, coordinated actuation
of both evaporators for control of the mixed WF temperature
at the combined evaporator outlet is not trivial. In addition to
the need for coordinated actuation, the coupling of strongly
nonlinear system dynamics and the distinctly different time
constants of two parallel evaporators interacting with different
heat sources makes control of the mixed WF evaporator outlet
temperature a difficult problem. In this regard, no work is
published except the recent work of [42]. In that prior work,
the temperature difference between the individual evaporator
outlets is explicitly penalized in a nonlinear model predictive
control (NMPC) formulation based on a reduced order,
nonlinear, moving boundary (MB) heat exchanger model that
aims to regulate the mixed evaporator outlet WF temperature.
The control of a parallel evaporator configuration is also
considered in [32]. However, separate actuators (bypass
valves) are considered for each evaporator, independently
returning WF to the reservoir. This ORC system is relatively
simple to control compared to the one actuated by a single
pump, which is the case considered in the current paper.

In the present contribution, [42] is built upon by extending
the proposed NMPC, specifically, as follows.

1) The NMPC formulation is limited to the mixed evapo-
rator outlet WF temperature control and the differential
between the individual evaporator outlet temperatures.
Meanwhile, a separate PID is designed for evaporator
pressure control to reduce the computation burden of
the NMPC. This assumes a time constant separation of
the pressure and thermal dynamics.

2) A nonlinear state estimation via an unscented Kalman
filter (UKF) is pursued for state feedback in the NMPC
formulation.

3) A constant speed and variable load (CSVL) engine
drive cycle is considered as the transient heat source
in simulation.

4) The NMPC is implemented through a real-time possi-
ble solver via commercially available software called
ACADO [43].

5) New simulation results are included that compare the
performance of the augmented NMPC+UKF+PID con-
trol algorithm to a conventional PID over a CSVL drive
cycle.
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MPC is inherently a state feedback control scheme using
the current state and a system model for prediction. Thus,
for a system model constructed partially from unmeasured
states (e.g., WF phaselength and internal wall temperature in
the MB model (MBM) of the ORC system), state estimation is
must to update the control input based on available output mea-
surements. In the literature, the extended Kalman filter (EKF)
is widely used for nonlinear state estimation [44] by successive
linearization of the nonlinear model at current predicted states.
To compensate for potential estimation accuracy losses due to
linearization in the EKF algorithm, the UKF has been pro-
posed to accurately estimate nonlinear system states [45]–[47].
By using the unscented transformation (UT) instead of local
linearization, the UKF is reported to offer higher accuracy
at computational cost similar to the EKF [48]–[50]. On the
other hand, a nonlinear moving horizon estimation (NMHE)
based on the history of pervious measurement [51] could
potentially compensate for most of the potential EKF/UKF
drawbacks such as: nonguaranteed theoretical convergence
and estimation failure due to poor initial guesses and tuning
parameters. However, the real world practicality of NMHE is
questionable because of the associated computational burden.
Thus, in this paper, the UKF is utilized for nonlinear state
estimation in the NMPC formulation controlling the mixed
evaporator outlet WF temperature. The effectiveness of the
proposed control scheme (NMPC+UKF+PID) based on the
reduced order MBM is then illustrated over an experimentally
validated, high fidelity, physics-based ORC plant model.

The remainder of the paper is organized as follows.
Section II presents the parallel evaporator ORC system
description. Section III presents the heat exchanger thermal
and pressure models including both the physics-based, finite
volume evaporator model and the reduced order control
model or MBM. Section IV discusses the NMPC problem
formulation including a summary of the UKF nonlinear
state estimation algorithm. Section V provides demonstrative
simulation results and discussions. The conclusion is then
presented in Section VI.

II. SYSTEM DESCREPTION

The ORC is similar to a conventional steam/Rankine cycle
except an organic fluid, such as ethanol, replaces water as the
WF because of the compatibility between its low temperature
vaporization characteristics the low temperature heat source.
The ORC system under consideration is schematically shown
in Fig. 1. The main components include: high and low pressure
pumps, parallel evaporators (boilers) to recover waste heat
from TP and EGR line, a turbine expander, and a condenser.
The system also contains auxiliary components such as an
expansion tank after the condenser, two WF mass flow distri-
bution valves, a turbine inlet valve and a turbine bypass valve.

The ORC system under consideration is coupled with a
13L heavy-duty diesel engine by connecting the evaporators
to the TP and EGR circuits. A TP evaporator bypass valve,
installed in the ORC system, prevents overheating and subse-
quent degradation of WF during high load engine operation.
The ORC EGR evaporator replaces the stock EGR intercooler
from the engine assembly. Ethanol serves as the WF because

Fig. 1. Schematic of ORC system with paralel boiler for WHR.

of its favorable thermal characteristics and environmental
friendliness.

The pump circulates WF through the evaporator where it
undergoes phase changes from pure liquid to two phase (liquid
plus vapor) and finally to vapor at high pressure by absorbing
thermal energy from the heat source. The high pressure
WF vapor then expands through the turbine, facilitating work
extraction through either electrical generation or direct utiliza-
tion of the mechanical power. Finally, the WF vapor flows
from the turbine expander through the condenser where it
transitions back to liquid phase. This is one complete ORC
flow cycle. A turbine inlet valve and a turbine bypass valve
work together to ensure safe turbine expander operation away
from the two-phase WF saturation regime and smooth system
transients.

III. ORC SYSTEM MODELING

To facilitate the control design, physics-based models are
developed for the key ORC system components. Both the high-
fidelity physics-based and reduced control-oriented models are
detailed in this section. Emphasis is placed on the key ORC
components such as the evaporators and compressible pipe
volumes.

A. Evaporator

The evaporators are the key ORC system components,
facilitating energy transport from the heat source to the WF.
Heat transfer inside each evaporator is modeled via conserva-
tion of mass and energy balance. The heat exchanger model
assumes a helical coil evaporator construction where the hot
gas and WF are separated by a wall. As a result, the energy
balance is considered in three separate media: the WF, the
exhaust gas, and wall separating them. In addition, WF mass
conservation is considered to simulate the mass flow rate as
the ethanol experiences phase change phenomena. To simplify
the heat exchanger model, the following three assumptions
are made: 1) heat conduction in the axial direction of the
evaporator is neglected for all media (WF, wall, and hot
gas); 2) vapor inside the heat exchanger is assumed to be
incompressible; and 3) the wall temperature is assumed to be
uniform in the radial direction. For an extended discussion
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and other modeling considerations, one can refer to [19]. The
following coupled, 1-D partial differential equations (PDEs)
in (1)–(4) summarize the evaporator model [19], [29], [52].

Conservation of mass (WF)

A f
∂ρ f

∂ t
+ ∂ṁ f

∂z
= 0 (1)

where ρ f and ṁ f denote WF density and mass flow rate,
respectively, A f is the contact area between the wall and the
WF, and z is a spatial axis in the WF flow direction.

Conservation of energy (WF)

ρ f V f
∂h f

∂ t
= −ṁ f L

∂h f

∂z
+ A f U f (Tw − T f ) (2)

where V f and h f denote the WF volume and enthalpy,
respectively, L is the total evaporator length, U f is the heat
transfer coefficient between wall and WF, Tw is the wall
temperature, and T f is the WF temperature.

Conservation of energy (gas side)

ρgCpgVg
∂Tg

∂ t
= ṁgCpg L

∂Tg

∂z
+ AgUg(Tw − Tg) (3)

where ρg , Cpg , Vg , Tg , and ṁg denote the exhaust gas den-
sity, heat capacity, volume, temperature, and mass flow rate,
respectively. Additionally, Ag is the contact area between wall
and exhaust gas, and Ug denotes the heat transfer coefficient
between wall and exhaust gas. For the exhaust gas energy
balance in (3), a change is made from [19]. For numerical
tractability, the exhaust gas enthalpy is approximated by
hg = Cpg Tg . The density and specific heat capacity of the
exhaust gas are considered constant while WF density changes
as a function of enthalpy.

Conservation of energy (wall)

ρwCpwVw
∂Tw

∂ t
= −A f U f (Tw − T f ) − AgUg(Tw − Tg) (4)

where ρw , Cpw , and Vw denote the wall temperature, heat
capacity, and volume, respectively.

B. Pipes Containing Compressible Vapor

Evaporator pressure dynamics are derived from modeling
the compressible WF vapor in the pipes between the
evaporators and the turbine. Compressibility is necessary to
accurately describe the WF pressure, temperature, and mass
inside the pipe volume. Conservation principles (mass/energy)
are applied to this compressible vapor volume, as summarized
in the following:

dm f

dt
= ṁ f,in − ṁ f,out (5)

u f
dm f

dt
+ m f cv

dT
dt

= Ḣin − Ḣout (6)

where m f , u, cv , and T are the WF mass, specific internal
energy, specific heat capacity, and temperature, respectively.
Meanwhile, ṁin, ṁout, Ḣin, and Ḣout are the inlet and outlet
WF mass flow rates and enthalpy flow rates, respectively.
In order to calculate the pressure, the ideal gas law is utilized
with the assumption that the vapor WF is an ideal gas [53]

RT
V

dm f

dt
+ p

T
dT
dt

− dp
dt

= 0 (7)

where R is the ideal gas constant, V is the vapor volume,
and p is the evaporator pressure. Thus, (5)–(7) summarize
the pressure dynamics.

C. Pump and Turbine

The pump and turbine dynamics are fast relative to the
evaporator dynamics. As a result, they are modeled by
algebraic equations and maps. For detailed descriptions of
the pump and turbine models, the remaining component
models, and the experimental model validation, one can
consult [19]. This paper focuses on the power generated and
consumed by the turbine and pump, respectively. The power
consumption by a positive displacement pump is described as
follows:

PPump = ṁpump(pout,pump − pin,pump)

ρηis,pump
(8)

where ṁpump is the WF mass flow rate through pump; ρis the
pump upstream density; pin,pump and pout,pump are upstream
and downstream pressure; and ηis,pump is the isentropic
efficiency. Note that a pump mass flow rate map from the
manufacturer is utilized in the simulation study.

Power generated from the mechanically coupled turbine
expander is described as follows:

PTurb = ηconvηemηthermalṁin(hin − hout). (9)

The thermal efficiency, ηthermal, is determined from a
manufacturer-proprietary map based on three inputs: inlet
pressure, turbine speed, and the pressure ratio across the
turbine. Outlet enthalpy, hout, is also interpolated from a 2-D
map using turbine outlet pressure and entropy as inputs. ηeg
is the electric generator efficiency, and ηconv is the conversion
efficiency.

D. Control-Oriented Evaporator Model

The finite volume discretization technique is often used in
simulation to convert the coupled PDEs in (1)–(4) into a set of
ordinary differential equations (ODEs). The direct spatial PDE
discretization returns large ODE systems that are not readily
applicable for real-time control and estimation purposes. For
control design purposes, a three-cell discretization system
using an MB approach is considered. The MBM dynamically
tracks the lengths of the different WF phases (liquid, two
phase, and vapor) along the evaporator length while applying
the same governing differential equations (1)–(4) to each
region using control volumes [54]. A schematic of the MBM
discretization is shown in Fig. 2.

Assuming homogenous thermodynamic properties along
each control volume (phase region), lumped differential
equations are derived by integrating the mass and energy
conservation equations. Following the derivation procedure
detailed in [54], a sixth-order ODE system is derived.
The exhaust gas dynamics are neglected due to their fast
transient characteristics. The system of differential equations
is summarized in the following.
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Fig. 2. MB discretization schematic of the evaporator.

1) Liquid Region: Phaselength dynamics in liquid
phase (L1)

ρ̄ f,1(h̄ f,1 − h f,1)
d L1

dt

= −1
2

AL1

[
ρ̄ f,1 + ∂ρ̄ f,1

∂h
(h̄ f,1 − h f,1)

]
dhin

dt
+ ṁ f,in(h f,in − h f,1) + πdtubeL1Ufw,1(T̄w,1 − T̄ f,1)

(10a)

Wall temperature dynamics (T̄w,1)

Acpρw L1
dT̄w,1

dt
+ Acpρw(T̄w,1 − T̄w,l)

d L1

dt
= πdtubeL1U f w,1(T̄ f,1 − T̄w,1)

+ ηπdshelleqvL1mHTCUg,w(T̄TP,1 − T̄w,1) (10b)

2) Two-Phase Region: Phaselength dynamics in liquid
phase (L2)

A[ρ̄ f,1(h f l − h f g)] d L1

dt
+ A(1 − γ̄ )[ρ f,l(h f,l − h f g)]

d L2

dt

= −1
2

AL1
∂ρ̄ f,1

∂h
dhin

dt
(h f l − h f g) + ṁ f,in(h f,l − h f,g)

+ πdtubeL2U f w,2(T̄w,2 − T̄ f,2) (11a)

Wall temperature dynamics (T̄w,2)

Acpρw L2
dT̄w,2

dt
+ Acpρw(T̄w,l − T̄w,g)

d L1

dt

+ Acpρw(T̄w,2 − T̄w,g)
d L2

dt
= πdtubeL2U f w,1(Tsat − T̄w,2)

+ ηπdshelleqvL2mHTCUg,w(T̄TP,2 − T̄w,2) (11b)

3) Vapor Region: Evaporator outlet enthalpy dynam-
ics (h f,out)

A[ρ̄ f,3(h f,out − h̄ f,3) + ρ̄ f,1(h f,g − h f,out)]
d L1

dt
+ A[ρ̄ f,3(h f,out − h̄ f,3) + ((1 − γ̄ )ρ f,l + γ̄ ρ f,g)

× (h f,g − h f,out)]
d L2

dt
+ 1

2
AL3

×
[
ρ̄ f,3 − ∂ρ̄ f,3

∂h
(h f,out, h̄ f,3)

]
dh f,out

dt

= −1
2

AL1

[
∂ρ̄ f,1

∂h
(h f g − h f,out)

]
dhin

dt
+ ṁ f,in(h f,g − h f,out)

+ πdtubeL3U f w,3(T̄w,3 − T̄ f,3) (12a)

Wall temperature dynamics (T̄w,3)

Acpρw L3
∂ T̄w,3

∂ t
+ Acpρw(T̄w,g − T̄w,3)

d L1

dt

+ Acpρw(T̄w,g − T̄w,3)
d L2

dt
= πdtubeL3U f w,3(T̄ f,3 − T̄w,3)

+ ηπdshelleqvL3mHTCUg,w(T̄TP,3 − T̄w,3) (12b)

where L3 = L − (L1 + L2); dtube and dshelleqv are the heat
exchanger hydraulic diameters on the WF and exhaust gas
sides, respectively; mHTC is a multiplier to enhance the gas
side heat transfer coefficient, and η is a multiplier that account
for heat loss between the exhaust gas side and the ambient.
The subscripts i = 1, 2, 3 stand for liquid, two-phase and
vapor regions, respectively.

The exhaust gas temperature evolution is predicted by the
following algebraic equations:

T̄g,1 = [πdtubeL1Ug,w T̄w,1 + ṁgCpg{2T̄g,2 − 2T̄g,3 + Tg,in}]
ṁgCpg + πdtubeL1Ug,w

(13a)

T̄g,2 = [πdtubeL2Ug,w T̄w,2 + ṁgCpg{2T̄g,3 − Tg,in}]
ṁgCpg + πdtubeL2Ug,w

(13b)

T̄g,3 = [πdtubeL3Ug,w T̄w,3 + ṁgCpg Tg,in]
ṁgCpg + πdtubeL3Ug,w

(13c)

Remark I: The MBM summarized in (10)–(13) assumes the
coexistence of all three phases of WF along the evaporator.

Remark II: The heat exchanger model described above can
be adapted for both evaporators (TP and EGR).

For control formulation purposes, the resulting differential
and algebraic equations in (10)–(13) can be written in the
standard nonlinear state space form

{
ẋ = f (x, z, w, u)

0 = g(x, z, w)
(14)

where x = [L1, T̄w,1, L2, T̄w,2, T̄w,3, h f,out]T is a dynamic
state vector; z = [T̄g,1, T̄g,2, T̄g,3]T is an algebraic state vector;
u = ṁ f,in is a control input; and w = [ṁg, Tg,in]T is an
exogenous disturbance vector (input from the engine to the
ORC system).

IV. CLOSED-LOOP CONTROL DESIGN

In this section, the proposed closed-loop control algorithm
is formulated for safe and efficient ORC-WHR system
operation during transient operation. Specifically, the control
scheme includes: 1) a NMPC to regulate the mixed evaporator
outlet WF temperature; 2) an external PID loop for evaporator
outlet pressure control; and 3) a nonlinear state estimation via
an UKF. The proposed NMPC addresses three fundamental
ORC system control challenges. The first is the highly
nonlinear evaporator dynamics that often hinder control via
classical approaches. The second is the set of system states,
and input–output constraints that must be satisfied for safety
considerations. The last challenge is the need to satisfy
multiple control objectives, namely, maximizing the net
waste heat power recovery while maintaining safe operation.
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Fig. 3. Closed-loop control scheme for ORC-WHR (β is model paramter
vectors updated based on system pressure; Tfo&Tgo are evaporator outlet
WF and exhaust gas temperature, respectively; and ObypVlv is bypass valve
opening).

For similar control challenges, the model predictive control
approach has gained traction as a successful control strategy
because it handles multivariable problems naturally and can
reject any measurable disturbance ahead of time [55].

For the ORC system under consideration, the primary
temperature regulation control input is the pump speed, which
adjusts the WF mass flow. To split the mass flowthrough the
parallel evaporators, two distribution valves are utilized for
intermediate actuation. The turbine bypass valve is considered
as an actuation to regulate the evaporator outlet pressure.
A schematic of the proposed closed-loop control scheme that
describes the input–output configuration is shown in Fig. 3.

A. NMPC Formulation

In the following NMPC formulation, both WF mass flows,
ṁTP and ṁEGR, are control inputs and a nonlinear map
between the distribution valve opening and mass flow is
assumed. Similarly, pump speed is correlated with total WF
mass flow, and conservation of WF mass flow is applied
downstream, namely, ṁpump = ṁ f,TP + ṁ f,EGR. The NMPC
problem is formulated as a finite horizon optimal control
problem subjected to nonlinear system dynamics and both
input and state constraints. The NMPC formulation for ORC
system is given

min
ū(.),x̄(.)

J (x̂(ti ), ū(.))

s.t:

⎧
⎪⎨

⎪⎩

˙̄x(τ ) = f (x̄(τ ), z̄(τ ), u(τ ),w(ti )), x̄(ti ) = x̂(ti )
0 = g(x̄(τ ), ū(τ ), w(ti )),
ȳ(τ ) = h(x̄(τ ), z̄(τ ), ū(τ ), w(ti ))

ylb ≤ ȳ(τ ) ≤ yub ∀τ ∈ [ti , ti + Tp]
ulb ≤ ū(τ ) ≤ uub ∀τ ∈ [ti , ti + Tc]
ū(τ ) = ū(ti + Tc) ∀τ ∈ [ti + Tc, ti + Tp]
xlb ≤ x̄(τ ) ≤ xub (15)

where J : Rn × Rm → R is the cost function for optimiza-
tion; n and m are dimension of state and input; Tp and Tc
denote the prediction and control horizon, respectively,

with Tc ≤ Tp; the superscripts lb and ub indicate the lower
and upper bounds of the constrained variables, respectively;
the bar (·̄) denotes predicted variables based on the control
model using the estimated state feedback, x̂(ti ), and predicted
input ū.

The main goal of the optimization problem for the
ORC-WHR system is to maximize the energy recovered from
the waste heat. To achieve this goal, the objective function can
be defined directly as the net ORC system power, or indirectly
in terms of control trajectory tracking to maximize the energy
recovery. Although a few efforts [31] consider the direct option
for objective function formulation, a larger volume of existing
works on ORC applications [32], [39] utilize cost functions
that track a predefined trajectory for numerical reasons. This
is because a nonquadratic objective function (e.g., net power)
may return nonunique and sometimes infeasible solutions,
possibly leading to unnecessary/excessive system actuation.
For WHR-ORC systems that utilize a low latent WF (e.g.,
ethanol), a reference trajectory for power maximization could
be a mixed evaporator outlet temperature close to saturation
temperature. The temperature trajectory approach is consid-
ered in this paper for its numerical tractability. To address
the control challenge of coordinated mass flow distribution
through the parallel evaporators evaporator, the NMPC cost
function penalizes the difference between evaporator WF exit
temperatures in addition to the direct mixed evaporator temper-
ature control for power maximization [40]. This is described
as a convex cost function of the form

J =
∫ ti+Tp

ti

{
(I −B)

(Td −T f,mix)2

T 2
max

+B
(T f,TP −T f,EGR)2

T 2
max

}
dτ

(16)

where T f,mix is mixed evaporator outlet temperature; Td is
desired temperature reference for control; B ∈ R is a positive
definite weighting matrix; and Tmax is maximum temperature.
The mixed temperature is calculated using thermodynamic
tables at a given evaporator pressure and the mixed enthalpy
from both parallel evaporators (p, h f,mix). The mixed enthalpy
is calculated from the energy balance equation given in

ṁpumph f,mix = ṁ f,TPh f,TP + ṁ f,EGRh f,EGR. (17)

The constraints in (15) include physical actuation limitations
and safe ORC system operation. The actuator limitations are
defined by upper and lower bounds on input values (ulb, uub)
as well as on the rates of input change (δu̇lb, δu̇ub). For safe
operation, the maximum WF temperature is limited to avoid
ethanol dissociation and degradation. The minimum vapor
quality at the turbine inlet is set to be greater than one to avoid
ethanol condensation in the turbine expander. These safety
conditions are treated as output constraints (ylb, yub).

In order to meet real-time implementation constraints with
NMPC, the ACADO open source software package [43] is
used for efficient real-time code generation. The ACADO
tool has been used for dynamic optimization and estimation
problems including constrained NMPC [56]. ACADO exports
an efficient C++ code based on a direct multiple shooting
algorithm. The resulting real-time implementable code exploits
the structure of the specific optimization problem by avoiding
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irrelevant computations. The effectiveness of the ACADO code
generation tool for this ORC WHR application is shown in the
simulation result section in terms of NMPC computation time.

B. Unscented Kalman Filter

The NMPC formulation in (15) assumes the availability of
full state information for feedback through either direct mea-
surement or estimation. Full state estimation via an UKF algo-
rithm is considered in this paper due to practical limitations of
measuring some control model states, namely, the lengths of
each WF phase and the internal evaporator wall temperature.
In this section, the practical UKF implementation on a discrete
nonlinear system is briefly reviewed and summarized. For a
more detailed discussion, refer to [46].

Consider the following nonlinear discrete system, with
additive stochastic noise:

xk = F(xk−1) + qk−1 (18a)

zk = H (xk) + vk (18b)

where xk ∈ Rn is n-dimensional state variable and zk ∈ Rm

is m-dimensional system output. F ∈ Rn is the discretized
nonlinear system function and H ∈ Rm is the nonlinear output
function vector. qk and vk represent the process noise and out-
put noise, with covariance matrices Qk and Rk , respectively,
where k is the time index.

The UKF shares the same prediction-correction structure as
that of an EKF. Instead of the successive linearization used
in the EKF, the UT is used in UKF. The UT is a method
for calculating the mean and covariance of a random variable,
which undergoes a nonlinear transformation. For a random
variable vector x , with mean xm and covariance Px , the UT
through a nonlinear function, y = g(x), is used to predict the
mean and covariance of the transformed random variable y.
This is facilitated by defining a set of sigma points that
capture the mean and covariance of the initial vector random
variable x .

Assuming a known initial state estimation x̂ , (x̂ = xm) and
the corresponding covariance, Px , at k = 1, the UKF imple-
mentation is detailed in three steps in the following [46], [57].

Step 1: Generate a set of sigma points, χ i
k−1, and the

associated weights, Wi , for i = 0, . . . , 2n
⎧
⎪⎪⎨

⎪⎪⎩

χ0
k−1 = x̂k−1

χ i
k−1 = x̂k−1 + (√

(n + λ)P+
xk−1

)
i ∀i = 1, . . . , n

χ i
k−1 = x̂k−1 −

(√
(n + λ)P+

xk−1

)
i ∀i = n + 1, . . . , 2n

(19)⎧
⎪⎨

⎪⎩

W (m)
0 = λ/(n + λ)

W (c)
0 = λ/(n + λ) + (1 − α2 + β)

W (m)
i = W (c)

i = 1/(n + λ) ∀i = 1, . . . , 2n

(20)

where λ = α2(n +κ)− n is a scaling parameter, α determines
the spread of the sigma points around mean value—usually
small values are utilized (e.g., 0 < α ≤ 1); κ = 3 − n
is a secondary scaling parameter; β = 2 is used assuming
a Gaussian distribution of the random variable; and finally,

W (m) and W (c) are the weights for mean and covariance
prediction from the sigma points.

Step 2: Propagate the generated sigma points in step 1
through the system state equation and observation model
in (18) and predict the mean and covariance of the trans-
formed/forecast sigma points through both the state equation
and the observation model. In the following the superscript f
is used to distinguish forecast sigma points.

1) Propagate the sigma points through the state equation

χ f
k,i = F

(
χ i

k−1
)
. (21a)

2) Mean and covariance of the transformed sigma points

x̂−
k =

2n∑

i=0

W (m)
i χ

f
k,i (21b)

P−
xk =

2n∑

j=0

W (c)
i

(
χ f

k,i − x̂k
)(

χ f
k,i − x̂k

)T + Qk−1. (21c)

3) Propagate the sigma points through the observation
model

z f
k,i = H

(
χ i

k
)
. (22a)

4) Mean and covariance of the transformed observation

ẑk =
2n∑

i=0

W (m)
i z f

k,i (22b)

Pzk =
2n∑

j=0

W (c)
i

(
z f

k,i − ẑk
)(

z f
k,i − ẑk

)T + Rk . (22c)

Step 3: Correct the predicted mean and covariance by calcu-
lating the cross-covariance between x̃k and z̃k and correction
gain Kk .

1) Cross-covariance

Pxzk =
2n∑

j=0

W (c)
i

(
χ

f
k,i − x̂k

)(
z f

k,i − ẑk
)T

. (23a)

2) Gain Kk

Kk = P+
xk P−1

zk . (23b)

3) Updated the mean state and covariance

x̂+
k = x̂−

k + Kk(zk − ẑk) (23c)

P+
xk = P−

xk − Kk Pzk K T
k . (23d)

The UKF algorithm summarized in (19)–(23) completes a
discrete time step UKF state estimation.

V. RESULTS AND DISCUSSION

In this section, simulation results are presented to
demonstrate the proposed closed-loop control performance.
The simulated plant model is the coupled PDE system of
equations given in (1)–(4) including the pressure model
summarized in (5)–(7). For a stable numerical simulation
of the high fidelity plant model, each PDE in (1)–(4) is
discretized into 50 finite volume cells, resulting in a total
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of 300 ODE dynamics and an additional 100 differential
algebraic equations (DAE). The 100 DAEs are derived from
the gas side PDE in (3) neglecting the gas dynamics due to
their fast transient characteristics. The experimental validation
of this high fidelity heat exchanger model is discussed in [19].
The reduced order MBM summarized in (11)–(14) is then
utilized for the NMPC optimization and UKF state estimation.

The UKF algorithm summarized in (18)–(23) is imple-
mented in Simulink to estimate the unmeasurable states of
the MB control model using measured evaporator outlet WF
and exhaust gas temperatures in the presence of process
and measurement noise. A white, zero mean, and Gaussian
noise of covariance Rk = 0.5 is added to the simulated
plant model to mimic actual temperature measurement data.
The mismatch between the reduced order control model and
the high fidelity, physics-based plant model inherently pro-
duces process noise. The process noise covariance matrix
[Qk = diag(1e−5 ∗ [0.24, 0.24, 25.6e5, 8.5, 8.5, 3.4]) is used
in the UKF estimation to effectively cancel out the process and
measurement noise. The estimated states via the UKF are used
to update the control input when solving the optimal control
problem in (15) using a real-time implementable solver via
ACADO. In ACADO, the NMPC prediction horizon step is
set to 50, totaling 20 s of future prediction time. With this
prediction time length, the slow thermal dynamics of the ORC
system can be captured for a given engine operating condition.
The NMPC weight matrix is tuned offline to find the best
tracking performance.

The UKF prediction step is solved with an implicit numer-
ical integrator that is suitable for solving DAEs with stiff
characteristics. The ORC system has stiff dynamics due to
the very small mass of WF in the vapor phase regions. The
integration method is discussed in [42], and a similar method
is also discussed in [58].

The diesel engine and ORC WHR system are subjected
to a simulated CSVL transient cycle to demonstrate the
performance of the proposed closed-loop control scheme over
a transient engine operating conditions. The engine speed,
torque, and EGR rate profiles for the CSVL are shown
in Fig. 4. This cycle is specifically constructed to approximate
long-haul tractor-trailer operation, which is a prime candidate
for ORC WHR due to sustained periods of moderate torque
demand. As such, the engine speed is focused into a relatively
narrow range while engine torque is highly transient. This
simulates maintaining a near constant highway speed without
needing to shift the transmission. For low to moderate road
grade changes, the driver simply varies the engine torque to
maintain constant speed. The EGR and TP exhaust gas mass
flow rates and temperatures shown in Fig. 5 are obtained
from a GT-POWER engine model simulation for the given
CSVL engine profile. The GT-POWER model is calibrated
and validated against the experimental engine accompanying
the real-world ORC system [59]. This includes the addition of
thermal inertia to appropriately dampen the exhaust gas and
EGR temperature trajectories relative to mass flow changes.

The simulation results presented in this section consider the
following two assumptions: 1) the ORC system is initialized in
warm conditions, namely, all three phases of WF are present

Fig. 4. CSVL transient profiles for engine operating condition.

Fig. 5. Engine exhaust gas conditions for the CSVL drive cycle.

in the MBM and 2) a constant condenser outlet temperature of
30 °C is considered in the entire simulation. This assumption is
implemented because the experimental ORC WHR apparatus
utilized to calibrate the models is configured with open loop
condenser cooling via the facility water supply. Although
the condenser shares the same modeling assumptions as the
evaporator, it is not exposed to the exogenous disturbances
of transient engine exhaust mass flow and exhaust gas tem-
perature. As a result, it is assumed that the condenser can be
effectively controlled by an external PID control.

The simulation results are presented in two parts.
First, the performance of the proposed augmented control
(NMPC + UKF + PID) is demonstrated in Figs. 6–9. The
mixed evaporator outlet WF temperature set point is controlled
through the NMPC+UKF and the evaporator outlet pressure
set point is controlled externally via PID. The real-time
PID control gains are interpolated from a scheduled control
gain map based on measured evaporator pressure and mixed
evaporator WF temperatures.
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Fig. 6. Evaporator outlet WF temperature control response and corresponding
control input of normalized WF mass flow.

In the second part of the simulation results, Figs. 10 and 11,
the performance of the proposed control scheme is compared
against a conventional multiple-loop PID controller design,
which incorporates independent PID controls for the mixed
evaporator outlet WF temperature and the evaporator out-
let pressure. This conventional PID control design utilizes
the same control strategy as the NMPC, operating on the
evaporator outlet WF temperature. Namely, two separate PID
controllers are implemented. The first PID directly controls the
mixed WF temperature set point and the second PID controls
the temperature difference between the two evaporator outlets.
In addition, a feedforward controls are added for both PID
loops. The control gains for both PIDs are interpolated from
a scheduled control gain map based on measured evaporator
pressure and calculated exhaust power.

A. Performance Studies With the Proposed
Control (NMPC+UKF+PID)

Fig. 6 shows the NMPC mixed evaporator outlet WF
temperature control performance along with the control input
of WF mass flow. The mixed WF temperature is precisely
controlled around the constant set point value of 40 °C
superheat temperature (Tsh) by the proposed control scheme
with a tolerable temperature deviation of ±10 °C. Note that
the superheat temperature (Tsh) reference in the following
simulation results is calculated by subtracting the time varying
saturation temperature from the actual temperature value.

The maximum 10 °C deviation is observed only at
those points where an aggressive exhaust gas mass flow
input change is introduced, which exemplifies the NMPC
disturbance rejection capability. The NMPC disturbance
rejection capability is well explained by the control input
transient response, which mimics the transient frequency of the
exogenous disturbance input (engine exhaust gas mass flow)
shown in Fig. 5. In this simulation, the input disturbance is
assumed to be constant over the NMPC prediction horizon
and updated at every feedback sample time of 0.2 s. If the

Fig. 7. Evaporator outlet pressure control response and corresponding control
input of bypass valve opening percentage.

engine operating condition (disturbance input) is known in the
future prediction from some kind of disturbance estimation,
the control performance could be improved through the
implementation of a future disturbance input trajectory
rather than holding the input constant. The EGR evaporator
experienced increased temperature deviations relative to the
TP evaporator, as shown in Fig. 6. This is due to thermal
inertia disparity between EGR and TP evaporators. Namely,
the EGR evaporator is smaller in size than the TP evaporator.

Fig. 7 examines the PID control performance for a constant
evaporator outlet pressure set point while controlling the mixed
evaporator outlet WF temperature via NMPC to a constant
superheat level above the time-varying WF saturation temper-
ature. A precise pressure control is achieved by the external
PID loop with a short control response time of about 12 s.
The corresponding PID control input is bypass valve opening
percentage, also shown in Fig. 7. Note that for the precise
evaporation pressure control at a desired set point, turbine
valve opening may require an upper bound. Otherwise, the
system may not build enough pressure for proper turbine
operation. In this simulation, the turbine valve is limited
to 40% while adjusting the bypass valve opening based on
the PID pressure control.

For pressure control, the bypass valve opening is adjusted
directly based on the PID gains while mass flowthrough
TP and EGR evaporators are computed from the NMPC
formulation. For computational efficiency, a map converts the
desired mass flows into the two distribution valve openings
(TP and EGR).

The performance of the proposed nonlinear state estimation
is shown in Fig. 8 using the simulated evaporator outlet WF
temperature results from the full fidelity ORC model. The
estimated temperature converges to the measured temperature
within 4 s for an initial condition deviation of over 20 °C,
and effectively filters the added noise. Similar performance is
observed for the evaporator outlet exhaust gas temperatures.
Here, the estimation performance evaluation is limited to the
evaporator outlet temperature because of the state variable
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Fig. 8. Estimated and measured evaporator outlet WF temperature for both
TP and EGR evaporators.

Fig. 9. NMPC computation time.

differences between the plant and control models as discussed
in Section III. Namely, there is no one-to-one correlation of
state variables between the plant model and control model
except the evaporator temperatures constructed from the
respective state variables.

The benefit of utilizing ACADO code generation for NMPC
implementation is shown via the computational efficiency
plotted in Fig. 9. For a feedback update sample time of 0.2 s,
the NMPC takes a maximum of 0.018 s to calculate the
control input, which is a realistic computation time for real-
time implementation of the proposed control scheme. Note
that the NMPC simulation is implemented in Simulink on
a high-end 2015 Dell laptop (Intel(R) Core(TM) i7-4810MQ
CPU@2.8GHZ, 8GB RAM, 1TB Hard Disk).

B. Performance Study of the Proposed Control Versus
Conventional Multiple-Loop PID Control

The performance of the proposed control scheme is further
examined in Fig. 10, where the normalized net power gener-
ated produced with the proposed control scheme relative to a
conventional multiple-loop PID control is compared. In this
simulation case, to maximize the power generation potential,
the following simulation conditions are considered.

1) The turbine valve is allowed to be fully open whenever
the WF vapor has a vapor quality greater than one.

Fig. 10. Normalized net power production over the transient CSVL
cycle (top), the corresponding time duration of operation in ORC power
generation mode due to the presence of superheated vapor at the turbine
inlet (bottom left), and the total recovered thermal energy (bottom right)
by the proposed control and multiple-loop PID controllers, blue and orange,
respectively.

Simultaneously, the bypass valve is fully closed.
However, the PID evaporation pressure controller is set
to open the bypass valve in case of a safety concern
defined by the maximum acceptable evaporating
pressure.

2) The saturation temperature (Tsat) plus 15 °C of superheat
is the reference considered for both control schemes.
As discussed in the introduction, for a low latent energy
WF, maximum ORC WHR power can be generated by
operating close to saturation temperature. The 15 °C
superheat buffer above saturation is considered to allow
slight deviations in WF temperature from the reference
trajectory due to transient engine exhaust conditions
while still maintaining WF with a vapor quality
greater than one for continuous power generation.
As a reminder, operation of the turbine expander with
nonsuperheated WF will result in component damage.

As shown in Fig. 10, the vapor quality safety constraint
is 100% satisfied by the proposed controller, which closely
tracks the desired control reference and continuously generates
power for the entire transient engine drive cycle. On other
hand, the conventional, multiple-loop PID controller struggles
to maintain the superheated vapor WF state in many instances,
resulting in intermittent power generation due to closing and
opening of the turbine valve.

In addition to smooth/continuous power generation over the
given transient drive cycle, the performance of both controllers
is quantified by calculating the total time in the superheated
vapor state (tsv) and the total recovered thermal energy (Uthm)
over the entire CSVL drive cycle. The performance indicators
are defined as follows:

tsv =
t f∑

t=0

ts for (vq ≥ 1) (24a)

Uthm =
∫ tsv

t=0
Pnet(t)dt (24b)
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Fig. 11. Tracking profromance of mixed evaporator outlet WF temerature
reference trajectory by proposed and multiple-loop PID controllers.

where vq = (h f,out − h f,l)/(h f,g − h f,l) is vapor quality
calculated via WF enthalpy differences; the subscripts g and l
refer to saturated vapor and saturated liquid states, respec-
tively; t f is the total cycle time; and ts is the sample time
for control updates. Pnet = PTurb − PPump is the instantaneous
net power calculated based on (8) and (9). In this net power
calculation, the power consumption by the condenser coolant
flow pump is neglected.

In Fig. 10, the relative percentage of time spent in ORC
power production mode owing to the presence of superheated
vapor at the turbine inlet is represented for both the proposed
control and the coupled conventional PID controllers. The
proposed controller maintains the ORC system in power
production mode for the entire transient CSVL cycle,
outperforming the conventional multiple-loop PID controller
by 12%. In addition, Fig. 10 also displays the total recovered
thermal energy during the transient CSVL cycle. Owing
to the proposed controller’s ability to produce power over
more of the transient cycle, it enjoys a 9% gain in recovered
thermal energy relative to the conventional multiloop PID.

To compare the tracking performance of both controllers
(the proposed and the conventional multiple-loop PID),
the power maximizing low superheat reference temperature
trajectory (Tsat + 15 °C) is replaced by a relatively high
temperature reference (Tsat + 60 °C), where both controllers
are able to maintain superheated vapor production for the
entire CSVL cycle. The relative tracking performance is shown
in Fig. 11.

Superior WF temperature reference tracking performance
(the mixed WF temperature from both evaporators at the
inlet of the turbine expander) is achieved by the proposed
control while the multiple-loop PID controller struggled to
follow the desired trajectory. When an aggressive exhaust
gas mass flow input change is introduced, the multiple-loop
PID controller produces a large temperature over-shoot that
drops toward saturation, while the proposed controller closely
follows the desired temperature trajectory throughout. The
large overshoot of the multiple-loop PID control is attributed
to its poor disturbance rejection capability. Although super-
heated vapor production is maintained by both controllers
for entire cycle CSVL cycle at this high superheat temper-
ature reference (Tsat + 60 °C), the corresponding generated
power is decreased by 13.8% (for the proposed control)

and 14% (for the multiple-loop control) relative to the
power generated at the low superheat reference temperature
(Tsat + 15 °C) by the proposed controller. This confirms that
maximum ORC power generation is obtained by operating
near the WF saturation temperature to maximize the mass
flowthrough the turbine. The proximity of the power maximiz-
ing temperature trajectory near the saturation safety boundary
further highlights the need for extreme accuracy in temperature
tracking.

Overall, the ability of the ORC controller to accurately
track the desired temperature reference influences the level of
superheat necessary to maintain ORC power generation during
the entire cycle. Thus, the improved reference temperature
tracking capability of the proposed controller relative to the
conventional multiloop PID allows the proposed controller to
operate at reference temperature trajectories closer to satura-
tion while maintaining the WF in vapor state ahead of the
turbine expander during transients, ultimately increasing the
total ORC power generation.

VI. CONCLUSION

In this paper, an augmented control scheme of
NMPC+UKF+PID is proposed for controlling a parallel
evaporator ORC WHR system on a heavy duty engine. For
computational tractability, the NMPC formulation is limited to
controlling the mixed evaporator outlet WF temperature and
the differential temperature between the parallel evaporator
outlets. An external PID is designed for evaporator pressure
control, assuming a separation between the thermal and
pressure dynamics. The NMPC is updated by estimating the
full system state via UKF. Both the NMPC and the UKF
are designed based on a reduced order, control oriented,
MB heat exchanger model. To meet real-time implementation
constraints with the proposed controller, the NMPC is
implemented using an efficient code generation tool ACADO,
and an average computation time of less than 0.018 s is
achieved for this ORC-WHR application.

The performance of the proposed control was demonstrated
through simulations studies that consider a transient CSVL
engine drive cycle while applying the control input over an
experimentally validated, high fidelity, physics-based ORC
plant model. A smooth control performance is observed both
for the mixed evaporator outlet temperature and pressure
control.

The proposed control was also compared with a conven-
tional multiple-loop PID control for two cases of reference
temperature trajectory tracking: low (Tsat + 15 °C) and high
(Tsat + 60 °C) levels of superheat. Superior performance is
achieved by the proposed controller in-terms of: temperature
reference tracking, maintaining superheated vapor before the
turbine expander over the entire CSVL cycle, and total thermal
energy recovered. For the (Tsat + 15 °C) reference trajectory
tracking case, simulation results with the proposed control
show increases of 12% in total ORC power production time
and 9% in total recovered thermal energy relative to the
conventional multiple-loop PID control. Future work will
consider driving cycles with even more aggressive transients.
However, the net power benefits of a forward-looking control
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strategy relative to conventional PID control are expected to
increase directly with the drive cycle’s transient severity.

The robustness of the proposed control is evaluated through
consideration of a high fidelity plant model and a reduced
order control model, which inherits modeling uncertainty
due to its inherent simplifications. In the future, simulation
studies will further explore the robustness of the proposed
control considering parameter uncertainties for any poten-
tial dynamics not captured in the model. Future work also
includes a performance evaluation of the augmented control
scheme (NMPC+UKF+PID) on the experimental hardware,
extending the preliminary experimental work published in [60]
for single evaporator case.

The results and discussion in this paper focused on the
relative power generation gains of the proposed control con-
sidering two cases of temperature reference trajectory while
neglecting the effort to circulate fluid in the condensing
circuit. In reality, the cooling effort will compromise the net
power production from the ORC-WHR system. This will be
quantified in the future work.
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