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Abstract—As surplus of second-life (SL) batteries becomes
available, one critical obstacle between their widespread adop-
tion is the accurate estimation and monitoring of their state-
of-health (SOH). Various retired battery packs with a lack of
knowledge of their historical usage are used to set up new
SL battery systems. The paper presents a new online adaptive
health estimation method designed to address these practical
challenges associated with SL battery systems. This method
utilizes the real-time data obtained from the SL batteries
used for grid energy storage systems. The proposed approach
is validated on a laboratory-aged experimental data set of
retired EV batteries. Through dynamic adjustment of estimator
gains, the approach can effectively accommodate the unique
characteristics of individual cells, enhancing its adaptability
and robustness. We prove theoretically that this method has
bounded-input-bounded-output (BIBO) stability.

1. INTRODUCTION

In the effort to reduce the impact of climate change,
transition towards sustainable energy is an important factor.
While all major automotive manufacturers have started in-
cluding electric vehicles (EVs) in their fleet [1], [2], some
manufacturers have completely moved away from internal
combustion engine vehicles [3]. As the demand for lithium-
ion batteries (LIBs) increase, it also increases the pressure
on the supply chain for the raw materials needed to pro-
duce these batteries [4]. One opportunity to overcome this
challenge is to reuse retired EV batteries after their first-
life (FL). The availability of approximately 70-80% of the
nominal fresh cell capacity of these batteries makes them
immensely suitable for stationary applications such as power
generation, grid storage, and residential services.

Second-life (SL) batteries, although promising, pose a
number of challenges for effective usage. Due to the fact
that SL batteries are build up from various different battery
packs, accurately estimating their state-of-health (SOH) is
difficult since different batteries have experienced different
usage conditions resulting in various different degradation
behaviors. In order to safely use SL batteries, a dedicated
battery management system (BMS,) is proposed, which
specifically focuses on the health estimation problem of
retired batteries, and provides a framework to mitigate some
of the challenges with using these batteries.
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Notations: To establish the theoretical framework, the
following notations are used in this paper:

(1) ||||2 represents the Lo norm. The £5 norm of a sequence
{z,} = (1,29, - ,zN) is captured by the formula

Han 2 = /30l 22.

(2) || - || represents the Lo norm. The L. norm of a
sequence {z,} = (x1,22, - ,xxN) is captured by the
formula ||{z, }||oo = max?_; |z,,].

3 Rt={zeR:z>0}

(4) Sequence notation {a,}n<n 2 faj,ag,-- ,an}. an
represents the general item of the sequence {an }n<n.
For ease of notation, if not specified, {a,} is equivalent
to {an}nSN.

(5) Three performance metrics include Mean Absolute
Percentage Error (MAPE), Root Mean Squared Error
(RMSE), and Root Mean Squared Percentage Error
(RMSPE), which are defined by
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where Y is the measured data, Y is the model estima-
tion, and M is the number of samples.

Several approaches have been explored for SOH estima-
tion, including semi-empirical methods, physics-based mod-
els, and data-driven approaches [5]. While semi-empirical
methods exhibit strong performance under controlled lab-
oratory conditions, their accuracy degrades when applied
to real-world scenarios [5]. On the other hand, physics-
based models, relying on partial differential equations, offer
detailed insights into internal battery parameters but they
are computationally demanding and require the identification
of numerous parameters [6]. In contrast, data-driven models
leverage available data to predict target output behavior with-
out explicitly modeling underlying dynamics. These models
offer computational efficiency during testing, making them
appealing for online applications. SOH estimation using data-
driven models often employs regression techniques like Lin-
ear Regression [7], Support Vector Regression [8], and Gaus-
sian Process Regression [9]. Additionally, neural networks
have been utilized in several studies [10], [11]. However,



achieving optimal performance with neural networks neces-
sitates large datasets and extensive hyperparameter tuning.

Although data-driven techniques have demonstrated to
be effective, current approaches to adaptive estimation rely
on periodically-measured health indicators obtained through
reference performance tests (RPTs), with feedback used
to update the model [12], [13]. However, this method is
impractical for BMS;y due to the inability to continuously
disengage SL batteries once deployed [14]. An alternative
popular strategy involves transfer learning, where a baseline
model is initially trained using a neural network. Subse-
quently, the initial layers of the model are fixed, while the
final layers are retrained using data from the target domain
[15], [16]. Nevertheless, the transfer learning is limited by
the target domain used to re-train the model. In practical
field operations, incoming data often exhibit high uncertainty,
posing challenges in ensuring consistent model performance.
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Fig. 1: The capacity and temperature data for all cells are de-
picted. Graph (a) illustrates the C/20 charge capacity plotted against
Ah-throughput, demonstrating the increasing capacity as the cells
undergo cycling. Graph (b) shows temperature plotted against Ah-
throughput, displaying a parabolic shape with peak values typically
observed during August/September 2022, indicative of the seasonal
temperature variation’s impact on all cells. Discontinuous lines
indicate missing data points for certain cells.

Designing the health estimation task for BMS, requires not
only the online functionality but also adaptability to variation
in input signals. This involves the continuous adjustment
and evolution of the estimator model as more online mea-
surements become available. Considering the auto-correlation
of SOH time series [17], historical health data becomes
crucial for accurately estimating the current SOH. Moreover,
it is practically significant for health estimators to converge
within specific error bounds while provable mathematical
guarantees.

To address the uncertainty inherent in SOH estimation
algorithms trained offline, this study introduces a clustering-
based adaptive estimation method. Given that adaptive SOH
estimation relies on the real-time flow of incoming data,
it is crucial to ensure the boundedness of model estima-
tion. Accordingly, we theoretically establish the stability
of the adaptive framework using bounded-input bounded-
output (BIBO) stability analysis. We compare the outcomes
derived from the adaptive framework with those from the
offline model to demonstrate the enhancement in estimation
accuracy resulting from our model adaptation.

II. RETIRED BATTERY DATASET

For this work, the dataset consists of eight retired pouch
cells obtained from EV battery packs with LMO/graphite
chemistry. These cells operate within the voltage window
from 2.5V to 4.2V with the nominal capacity of 32.5 Ah.
The cells are present inside a Heating, Ventilation and
Cooling (HVAC) controlled room. Although, the temperature
of the room is maintained at a human-comfort level, the
seasonal variations in temperature influence the cell surface
temperature as shown in Fig. 1(b).

The proposed experimental campaign consists of aging
cycles and three different reference performance tests (RPTs).
The aging-cycle current profile is structured to replicate
the grid-energy-storage scenario. The RPTs include a C/20
capacity test, a Hybrid Pulse Power Characterization (HPPC)
test, and a C/40 Open-Circuit Voltage (OCV) characterization
[18]. It is worth noting that all the tests are executed within
the voltage range of 3V to 4V, except for the OCV test,
which is performed within the voltage range of 2.5V to
4.2'V. Such voltage derating strategies have been observed to
decelerate the degradation process within cells [19], making
them particularly suitable for SL applications. Comprehen-
sive details regarding the experimental campaign, including
its duration and the formulation of testing protocols, are
elaborated upon in [20].

The C/20 discharge capacity trajectory is shown in
Fig. 1(a). In contrast to conventional battery degradation
profiles, these cells exhibit an increase in capacity. Detailed
explanations are provided in [20], attributing this behavior
to the fluctuating temperatures experienced by the cells
during the experimental campaign. This dataset emphasizes
the temperature-dependent behavior of SL batteries in grid
energy storage applications, where strict temperature control
is impractical. Additionally, the positive impact of voltage



derating on battery health is observable, as cells, upon reach-
ing the one-year mark from the start of testing, still maintain
capacities equal to or higher than their initial capacities.

III. OFFLINE DATA-DRIVEN MODEL

The selection of a data-driven model depends on various
factors including data complexity, available computational
resources, and training time. Considering these criteria,
we opt for an Elastic-Net Regression (ENR) model. This
choice offers simplicity in training and adaptability, along
with minimal computational demands. To mitigate overfitting
caused by the dataset’s limited size, the loss function of the
model comprises of a linear combination of L; (lasso) and
Ly (ridge) regularization terms. The optimization problem
addressed during the training phase can be formulated as
follows

B =argmin ||Y — X8 — Bolnxi|2+
Bo,B:A

A1 —a)||Bl5 + Aall Bl 4)

Here, Y € R" signifies the SOH indicators, X € R™*™
encompasses m features each with n observations, § € R™
consists of m regression coefficients, Sy € R denotes the
scalar intercept, and A\, € R serve as hyperparameters to
modulate the relative impact of L; and Lo regularization
terms.

A. Offline ENR

The SOH indicator adopted in this study is defined as the
C/20 charge capacity. In the dataset under study, it is observed
that the disparity between charge and discharge capacities is
negligible. Out of a total of 8 cells, 6 cells are allocated for
training purposes, while the remaining 2 cells are designated
for testing. The term "offline" is used to describe the model
because the estimation outcomes are solely derived from
the existing training dataset without any efforts to adapt
the model to enhance its estimation performance based on
new data. Considering a total of 8 cells, the count of the
possible two cell combinations amounts to 28. The evaluation
of the offline ENR model’s performance is conducted through
metrics including RMSE, RMSPE, and MAPE.

Tablel illustrates the performance of the offline ENR
model across 28 distinct combinations of test sets. For test
set (1.2, 2.1), the model achieves the best performance with
an RMSE of 0.28 Ah, RMSPE of 1.21% and MAPE of 1%.
Out of all the test sets, only (1.1, 2.3) and (2.2, 2.3) have
an RMSE greater than 1 Ah, and both sets contain Cell 2.3.
As mentioned in our work in [20], Cell 2.3 experienced
technical issues during data collection leading to presence of
anomalous data for this cell. Consequently, if Cell 2.3 is not
a part of the training set, the model performance deteriorates
resulting in poor performance for capacity estimation. This
limitation of the offline model also highlights the importance
of having an online adaptive model, which can adapt to the
uncertainties in the incoming data, and provide consistent
estimation results within specific error bounds.

TABLE I: Performance of offline ENR model

Test set | RMSE [Ah] | RMSPE [%] | MAPE [%]
(1.1, 12) | 0.495699 2451021 1.565399
(1.1, 1.3) | 0.555976 2.769582 2.167772
(1.1, 1.4) | 0.484275 2.394690 1.602038
(1.1,2.1) | 0.628837 2.920140 2.046725
(1.1,22) | 0.682332 3.193374 2.437554
(1.1,23) | 1.495901 6.595751 5.265551
(1.1,24) | 0.566506 2915141 2.185236
(12, 1.3) | 0.689619 3.713645 3.319282
(1.2, 1.4) | 0396715 2.147421 1.957864
(1.2, 2.1) 0.280542 1.218656 1.006326
(1.2,22) | 0529458 2.538446 2.010231
(1.2,2.3) | 0.800931 3.533838 2.553109
(1.2,2.4) | 0.485609 2.734561 2.507264
(13, 1.4) | 0355872 1.892205 1.683591
(1.3,2.1) | 0562813 2.580422 2.353598
(13,22) | 0.608824 2.832768 2.695224
(1.3,23) | 0.763585 2.400556 2.894587
(1.3,24) | 0457407 2.533389 2.187910
(14,2.1) | 0.401952 1.827907 1.246798
(14,22) | 0530269 2.527535 1.905807
(14,23) | 0.791817 3.497391 2.661257
(14,24) | 0323652 1.802888 1.377056
(2.1,22) | 0737153 3.225221 2.668015
(2.1,23) | 0.704329 3.105652 2.436052
(2.1,24) | 0444313 2.148165 1.700114
(22,23) | 1.038041 4536129 4.018927
(22,24 | 0571021 3.012412 2.415986
(2.3,24) | 0.672987 3.190073 2.869701

IV. ADAPTIVE ESTIMATOR

The health estimation of BMS, necessitates not only
online functionality but also adaptiveness, implying that the
estimator model should adjust and refine itself with the
accumulation of more online measurements.

4 RPT i"Aging Cycle 1C
< P o ")
5 Q
o h,C/20
s C/20_~¢ / R
Q —, Time [h]
g C/20
<
3 Cl2
o

1C

Fig. 2: Graphical representation of aging-cycle charge throughput,
Qage, and C/20 charge capacity, Q.x,c/20- Positive current indicates
charge and negative current indicates discharge.

Definition 1. Given the monotonically increasing
accumulated  Ah-throughput sequence {AhZ9¢} =
(AR{9°, ARG, -+ ARSY), AR € RT and the

aging-cycle charge throughput vector Qqqe € RYN, then the
aging-cycle charge throughput trajectory is a curve denoted

by Qage({ARZ°}).



Remark: Qa4 is calculated as shown in Fig.2. While
Qage is one of the numerous online-available features, it
stands out as the most relevant feature with respect to our
SOH indicator Q.p,c/20 [20]. Consequently, our adaptive
estimation algorithm utilizes this feature to update the model.

Definition 2. Given the monotonically increasing
accumulated Ah-throughput sequence {A heh c/2o}
(0’ Ah;h c/207 . Ah?\l]z c/2())’ Ah,fh /20 Rt and

the C/20 charge capacity vector Q. c/20 € RN, the
C/20 charge capacity trajectory is a curve denoted by

Qen.cy20({ARE/*Y).

Remark: Qcp,c /20 is calculated as shown in Fig. 2.
The normalized SOH indicator we use is the normalized
C/20 charge capacity, calculated by

Qch,c/20(Ahy)
Qch,C/QO( )

where Qcp,c/20(0) denotes the C/20 charge capacity of
the cell measured at the beginning of the second life, by
following the similar definition in (2), the normalized SOH
indicator trajectory can be defined.

Q(Ahy) = )

Definition 3. The training set is denoted by indices
1,---, K, where K is the number of cells in the training
set.

Definition 4. The test set is denoted by index z.

Definition 5. The aging-cycle charge training trajectory set
is denoted by Qage, cee Qﬁye, where K, the number of cells,
is the cardinality of the set.

Similarly, the C/20 charge capacity training trajectory
22“81/20 is denoted by Q, 200 ,QE /20 and the
normalized SOH training trajectory Q'"*"™ is denoted by

Q- , QF, respectively.

Definition 6. The data-driven battery health estimator Eg
is a type of data-driven estimator with:

Atest =& test. Mtrain train (6)
ch,C/20 — “H age s Wage  %¥ch,C/20
_ Atest test
en = Wen,c/20 — Qch,C’/2O (7

f‘,’}ﬁbgb/m and QU5°¢ /o0 are the C/20 charge capacity

trajectories in Definition 2. Q4% and Q' are the aging-

cycle charge throughput trajectories in Definition 1.

where

Stability holds practical significance for adaptive estima-
tion laws, ensuring that the proposed estimation process
remains robust and does not lead to divergence. The stability
notion employed by this paper is as following:

Definition 7. A data-driven adaptive estimator £y defined
by Definition 6 is BIBO stable if for any bounded input
signal with [ Q2" | < oo, QL& | < oo, [|QIu0 | < oc.
|\QZ‘§$E~/20|| < oo, the error e, satisfies ||e,|| < cc.

A. Clustering-based adaptive estimation

The primary objective of the clustering-based adaptive
estimation algorithm is to select the trajectory within the
training set that closely aligns with the trajectory in the test
set. This alignment is assessed using the following distance
function:

Definition 8. The distance between two aging-cycle charge
throughput trajectories Q* and QY are

N
3 (Q7(AR) — Qu(AR)))%,  (®)
i=1

Remark: The distance function dist(Q*,QY) is non-
negative and symmetry owing to the characteristics of the
Lo norm. This distance measure can be easily expanded
to evaluate the disparity between other trajectories, such as
the C/20 charge capacity trajectory, among others. Upon
acquiring a new sample of cell z, the classification is updated.
The resulting Classification index sequence is defined as:

dist(Q", Q) =

Definition 9. Classification index sequence for cell z {S%} =
(Sf, S5, ,va) is a discrete-time sequence defined by:

S =argmindist ( Qe ({Ahm bmsn), Qe ({ A bmsn) )
1<k<K
)

where @7, and Qage are the aging-cycle charge trajectories
of cell z and k, respectively. The distance function dist has
been defined in Definition 8.

Theorem 1. Consider a data-driven estimator described in
Definition 6. Let the battery cells 1 to cell K be the training
set and cell z be the test set. If the model parameters are
adapted, with the tunning parameters \; according to

Sony X(S2 = k)Ah,

AL = (10)
’ Soney Al
where
1 ifIF=k1<k<K
S =k)= " . 11
X(Sn =F) {0 otherwise, an

IZ is defined in (9). Then the adaptive estimator, formulated
as

Q. 20(Ahy) = th (0@ (Ahy),  (12)

Q*(Ah,) = ZAkQ (Ahy),

13)

where th C/20° the estimation target, represents the C/20
charge capacity of cell z, is BIBO stable.

Proof. From (10), {\;} has the following properties:

K
> =1,
k=1

(14)



0< X <1, for 1<k<K. (15)
Property (14) can be proved by:
- Sne1 X(55 = k)Ah
S = Z n=t tae)
k=1 Zn 1Ahn
2 =k)Ah,
_ Z i X(82= A .
Yoneq Ahy
. Ah,,
P = v as)
n=1 Z Ah

Because of (14) and )\ is positive, Property (14) can be
easily verified.

For ease of notation, in this proof, the trajectory variable
Qch,c /20 is denoted by @ and the scalar variable Q. c/20(0)
is denoted by Qps;. From the BIBO stability Definition (7),
the training response trajectory is bounded:

|Q¥|| < 00,  for 1<k<K. (19)
The test response trajectory is bounded:
1Q7]] < oo (20)

The error trajectory between the estimated capacity and the
true capacity follows:

K
107 - @) ©)Q5 oM@ - @ @1
” % x
= Qi Y M@ = > Q7 (22)
k=1 k=1
) K B K )
=@ Y MQF = Qi Y Q7| (23)
k=1 k=1
K — —
=Qia| M (Qk - Qz) | . (24)
k=1
From (15) and (24)
lQ° — Q7| <Qf max {[|Q"—Q*|}} (25)
max {HQ I} + Q7| < oc. (26)

1<k<K

Therefore, the error trajectory is bounded. From Definition
7, the BIBO stability is guaranteed. O

In all, the adaptive law employed in the estimation process
ensures that the estimation remains stable, and the maximum
error in health estimation can be constrained. Moreover,
adjusting the parameter A allows for further reduction of the
error bound.

V. RESULTS AND DISCUSSION

The proposed algorithm’s performance is showcased
through a case study, wherein Cell 1.4 is reserved for testing
while the models are trained on the remaining 7 cells. The
C/20 charge capacity trajectories estimated by the ENR
model, online clustering-based estimation model, and actual
capacity are depicted in Fig. 3(a).

Initially, the clustering index is set at 2, corresponding to
Cell 1.2. As the Ah-throughput surpasses 2 x 10* Ah, the
classification index converges to the correct cluster (cluster
8 / Cell 2.4) as shown in Fig. 3(c). However, beyond an Ah-
throughput of 6.5 x 10* Ah, the classification index fluctuates
to the incorrect cluster (cluster 2 / Cell 1.2).

The adaptive SOH estimator continually processes real-
time data influx, resulting in lower estimation errors than
the offline method. Fig.3(b) illustrates that using solely
the ENR model leads to a maximum absolute pointwise
percentage error of 3.202 % and a root mean squared point-
wise percentage error of 1.8166 %. Conversely, employing
the clustering-based online estimation model reduces the
maximum pointwise percentage error to 3.1532 %, and the
root mean squared pointwise percentage error to 1.6676 %.

This example underscores the significance of weight
adaptation. The weight parameter A balances the influence
of the current-step classification result with historical-step
classification results, which are retained by summing their
corresponding Ah-throughputs. This mechanism effectively
mitigates the online clustering-based estimation method’s
high sensitivity to the current-step classification result.

VI. CONCLUSIONS

Due to its flexibility and model agnosticism, data-driven
health estimation is an emerging approach for evaluating the
health of SL batteries. In order to facilitate the performance
of SL battery energy storage systems in real-world settings,
we introduce an online adaptive data-driven health estimation
technique with the stability guarantee. This method has been
validated using a dataset comprised of lab-aged second-
life batteries retired from commercial electric vehicles. Our
proposed method demonstrates the potential in minimizing
estimation errors when compared to conventional offline
health estimation methods.
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