
  

 

Abstract—This paper proposes a model predictive strategy 

for air path control turbocharged Spark Ignition (SI) engines 

with low pressure Exhaust Gas Recirculation (EGR). The 

proposed Nonlinear Model Predictive Controller (NMPC) is 

designed to track manifold pressure and EGR concentration 

reference, by manipulating throttle, EGR valve, continuous 

surge valve and waste gate. The NMPC is solved in real time 

using Sequential Quadratic Programming (SQP) to obtain the 

desired control actions. Simulation results demonstrate that 

the proposed model predictive air path control can coordinate 

all the actuators to track manifold absolute pressure (MAP) 

and EGR concentration demand with minimal response time.  

I. INTRODUCTION 

Due to increased stringent fuel economy standards, 
downsizing and turbocharging of passenger car engines with 
external Exhaust Gas Recirculation (EGR) has been widely 
adopted by automotive industry. Both technologies though, 
significantly increase the complexity of the air path system, 
challenging the control system design and calibration. Model 
predictive air path control of turbocharged engines with EGR 
can coordinate multiple actuators, account for constraints and 
compensate for system delays. It also requires significantly 
less calibration effort compared to the conventional 
feedforward and feedback control strategies. The majority of 
previous research focuses on the air path control of 
Compression Ignition (CI) engines with external EGR 
[1],[2],[3],[4]. Compared to Spark Ignition (SI) engines, CI 
engines can rely on fast manipulation of air-to-fuel ratio to 
change torque output, leading to less stringent requirements 
on air path control. Linear Parameter Varying (LPV) MPC 
based on heavily simplified air path models are applied in 
most previous research. Short horizon diesel air path control 
strategies using explicit MPC were proposed by [3],[4]. 
Although explicit MPC enables fixed computation time 
without solving optimization problems iteratively, its high 
memory demand limits the preview horizon length and 
significantly reduces its performance in terms of decreasing 
turbo lag and EGR delay.  

Long preview horizons for engine torque can now be used 
for control due to the development of ‘forward-looking’ 
autonomous vehicle technologies, and availability of faster 
ECUs that enable the computation of iterative optimization 
algorithms. Long horizon air path LPV MPC methods (e.g. 
[1]) are based on CI engines and neglect important dynamics 
like turbocharger surge valve, waste gate, EGR transport 
delay and compressor surge. This research focuses on long 
horizon Nonlinear MPC (NMPC) air path control for SI 
engines with Low Pressure (LP) EGR.  
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The majority of the air path models used in this research 
have been previously described in various research articles 
[5][6][7][8]. Extensive research has been done to develop 
mean-value models for the turbocharger which can be 
utilized in control oriented air-path models, e.g. [9],[11],[12]. 
In Low Pressure EGR (LP-EGR) systems, the exhaust 
extraction is done downstream of the turbine and delivery is 
done upstream of the compressor. This method allows more 
exhaust mass to expand through the turbine compared to 
High Pressure (HP) EGR system, where the EGR loop 
resides between the exhaust and intake manifold. However, 
LP-EGR systems have characteristic gas transport delays 
which are significantly longer than HP-EGR systems. These 
delays affect transient control of external EGR at the 
cylinders drastically [13][14]. Previous CI engine control 
oriented model research approximates the EGR transport 
delay with lumped volume filling dynamics. The error of this 
approach may be acceptable for diesel engines since the 
process of compression ignition has high tolerant to 
intermittently high EGR dilution [15]. However, inaccurate 
EGR control can immediately cause misfire or knock for SI 
engines. This research employs a segmented model to capture 
EGR transport delays caused by the pipe-like boost volume 
using a finite element approach. The improved EGR flow 
modeling accuracy enables MPC to control EGR 
concentration in the intake manifold accurately with minimal 
response time.  

Nonlinear Programming (NLP) problems are often 
formulated to solve for the optimal control actions for engine 
air path systems for each control update, accounting for 
nonlinearities in system dynamics, objective function and 
constraints. The NLP may have multiple local optimal 
solutions. Global NLP solvers, like dynamic programming 
and particle swarm, can be employed for MPC applications 
[16],[17]. Stability of MPC with global optimal solutions 
using terminal state penalties was shown in [18],[19]. 
However, these global NLP solvers require numerous 
evaluations of the system model, which are not feasible for 
engine control applications with fast update frequencies. To 
reduce model predictive control computational demand 
sub-optimal strategies are generally used for engine 
applications [20],[21],[22]. LPV MPC is a widely adopted as 
a sub-optimal predictive controller [23],[24]. The validity of 
LPV MPC is based upon the assumption that the system 
behavior remains linear-like if the system states are not far 
from the nominal linearization point. The performance of 
these LPV MPC need to be evaluated against the original 
NMPC in terms of optimality, constraints violation and 
closed-loop stability.  

Sequential Quadratic Programming (SQP) is a continuous 
NLP algorithm based on Newton’s method [25]. Previous 
research has discussed the possibility of applying SQP to 
NMPC [22][26]. The most important advantage of SQP is 
that it transforms complex NLP into a sequence of sub-level 
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quadratic programming (QP) problems. The sub-QP can be 
solved efficiently with algorithms based on active set 
methods. As a result, the original nonlinear objective and 
constraint functions are only evaluated before the sub-QP (to 
compute the Hessian and Jacobian of the NLP problem), 
saving significant computation time compared to other NLP 
solvers. 

This paper is organized as follows. Section II introduces 

the control oriented engine air path model. Section III 

formulates the NLP that solves for desired control actions. 

Section IV describes the proposed SQP MPC strategy. 

Simulation results are then analyzed in Section V. Finally, 

Section VI summarizes the contribution of this research 

work. 

II. CONTROL ORIENTED AIR PATH MODEL 

A modular approach is adopted for air path modeling.  The 

individual components of the air path have been modeled 

separately and then combined together to form the control 

oriented air path model depicted in Figure 1. 𝑃, 𝑇,𝑚, �̇�, 𝜔, 

and 𝑉  are pressure, temperature, mass, mass flow rate, 

rotational speed and volume respectively. Subscriptions 

1, 2, 3, 4, 𝐸, 𝐵,𝑊, 𝑇, 𝐶𝑜𝑚𝑝, 𝑇𝑢𝑟𝑏, and 𝑒𝑥ℎ  are the intake 

manifold, exhaust manifold, ambient, boost volume 

(between compressor and throttle), EGR, compressor 

recirculation valve (or surge valve), turbine bypass valve (or 

waste gate), intake throttle, compressor, turbine and 

post-turbine exhaust respectively.  

 
Figure 1: Schematic of engine and air path model 

A. Gas transport dynamics in boost volume 

 
Figure 2: Step response of oxygen sensor based EGR measurement installed 

at compressor outlet location 

The boost volume, 𝑉4, has been traditionally considered as 

a lumped volume in the turbocharged diesel engine air path 

[7][8][9]. However, its long thin pipe-like geometry results 

in negligible mixing between EGR and air species. 

Experimental testing has confirmed this phenomenon, as 

shown in Figure 2, where a step input in EGR valve position 

results in a transport time delay and mixing response from 

the EGR measurement sensor installed at the throttle valve. 

The mixing response is primarily due to the manifold filling 

and emptying dynamics. These results suggest that the 

lumped volume assumption can result in inaccurate EGR 

concentration estimation and control.  

Transport delay models are also not suitable for the 

control-oriented pipe flow computation because they have 

an infinite system order. Although it can be approximated by 

a Páde method, a fixed transport time is required. In the 

boost volume case the transport time changes rapidly 

according to the throttle and compressor mass flow. Nowak 

et al. [28] concluded that the pipe flow can be modelled by a 

parabolic differential equation (PDE) with respect of both 

time and pipe length. Discretization of both time and pipe 

length is required to solve this PDE. Therefore, this research 

separates the pipe into 𝑛𝑖  segments. Each segment has a 

smaller length to radius ratio than complete pipe, making it 

possible to be approximated by lumped volume model. For 

the 𝑖𝑡ℎsegment, conservation of EGR mass (𝑚𝐸)𝑖 leads to: 

(�̇�𝐸)𝑖 = (�̇�𝐸𝐺𝑅𝑖𝑛)𝑖
− (�̇�𝐸𝐺𝑅𝑂𝑢𝑡)𝑖

 (1) 

(�̇�𝐸𝐺𝑅𝑂𝑢𝑡)𝑖
=
(𝑚𝐸)𝑖𝑅𝑇4
𝑃4𝑉4

(�̇�𝑜𝑢𝑡)𝑖 (2) 

where: 

(�̇�𝑜𝑢𝑡)𝑖 =
�̇�𝑇 − �̇�𝐶𝑜𝑚𝑝

𝑛𝑖
𝑖; 

(�̇�𝐸𝐺𝑅𝑖𝑛)𝑖
= (�̇�𝐸𝐺𝑅𝑂𝑢𝑡)𝑖−1

; 

𝑅 is ideal gas constant. 

 
Figure 3: Comparison between different models of boost volume. 

Figure 3 compares different models of the boost volume. 

The simulation describes a situation where EGR 

concentration decreases at 5s while the total flow rate is 

fixed. In this case, the pipe flow can be modelled by a 

transport delay, serving as a benchmark. It can be observed 

that the segmented approach generates a more accurate 

estimation of the intake manifold EGR percentage as 

compared to the lumped volume method. A higher number 
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of segments results in better accuracy, but results in higher 

system order. A 10 segments transport delay model was 

chosen for this research.  

Remark: The increased system order from the segmented 

pipe model does not increase the computation load of real 

time NLP that solves the NMPC. The decision variables of 

the NLP remain the same since they are still the control 

actions of the preview horizon. However, the higher system 

order increases the computational load of state estimation, 

which is outside of the scope of this research.  

B. Turbocharger model 

The turbocharger model computes the air mass flow 

through the turbine and compressor according to pressure 

differential (between the inlet and outlet of both turbine and 

compressor) and turbo speed. In general, the turbocharger 

model takes the form as the following: 

�̇�𝑇 = 𝑓𝑇(𝜔𝑇, 𝑃2, 𝑃𝑒, 𝑃3, 𝑃4, 𝑇3, 𝑇𝑒) (3) 

[�̇�𝑇𝑢𝑟𝑏, �̇�𝐶𝑜𝑚𝑝, 𝑇𝐶𝑜𝑚𝑝]
𝑇
= 𝑔𝑇(𝜔𝑇 , 𝑃2, 𝑃𝑒 , 𝑃3, 𝑃4, 𝑇3, 𝑇𝑒) (4) 

Equation (3) can be derived from Newton’s second law: 

�̇�𝑇𝑢𝑟𝑏𝑜𝐼𝑇𝑢𝑟𝑏𝑜 = 𝜏𝑇𝑢𝑟𝑏 − 𝜏𝐶𝑜𝑚𝑝 + 𝜏𝐹𝑟𝑖𝑐𝑡𝑖𝑜𝑛   (5) 

𝜏𝐶𝑜𝑚𝑝 = �̇�𝐶𝑜𝑚𝑝. 𝑐𝑝 . 𝑇3 [(
𝑃2

𝑃3
)

𝐾−1
𝐾

− 1] . [
1

𝜂𝐶𝑜𝑚𝑝. 𝜔𝑇

] (6) 

𝜏𝑇𝑢𝑟𝑏 = �̇�𝑇𝑢𝑟𝑏. 𝑐𝑝𝑒 . 𝑇𝑒 [1 − (
𝑃2

𝑃𝑒
)

𝐾𝑒−1
𝐾𝑒
] . [
𝜂𝑇𝑢𝑟𝑏

𝜔𝑇

] (7) 

where: 

𝐼𝑇𝑢𝑟𝑏𝑜 is the inertia of the turbocharger rotor; 

𝜏𝐹𝑟𝑖𝑐𝑡𝑖𝑜𝑛 is the friction torque; 

𝑐𝑝  and 𝑐𝑝𝑒  are the constant pressure heat capacity of 

ambient air and exhaust; 

𝐾 and 𝐾𝑒 are the heat capacity ratio of ambient air and 

exhaust; 

𝜂𝑐𝑜𝑚𝑝  and 𝜂𝑇𝑢𝑟𝑏  are efficiency of compressor and 

turbine. 
The air mass flow and efficiency of the compressor and 

turbine can be computed from 𝜔𝑇, 𝑃2, 𝑃𝑒 , 𝑃3 and 𝑃4  using 

lookup tables (commonly referred to as turbo ‘maps’). A 

majority of compressor maps exhibit a nearly linear surge 

limit with respect to pressure ratio and mass flow rate [27]. 

The mass flow rate at which surge occurs can be explicitly 

modeled as a linear function of pressure ratio: 

�̇�𝑆𝑢𝑟𝑔𝑒 = 𝑐1
𝑃2
𝑃𝐴
+ 𝑐2 (8) 

where 𝑐1 and 𝑐2 are coefficients fitted to the manufacturers 

map. 

Define ζ as: 

𝜁 = �̇�𝐶𝑜𝑚𝑝 − �̇�𝑆𝑢𝑟𝑔𝑒 (9) 

Surge occurs when ζ ≤ 0 .  

C. Engine air mass flow and control volume pressure 

The engine mass flow has been modeled using the widely 

used ‘speed-density’ approach [29] as the following: 

�̇�𝐸𝑛𝑔 =
𝑃1
𝑅𝑇1

𝜂𝑉𝑉𝑑𝜔𝐸𝑛𝑔

4𝜋
 (10) 

where 𝜂𝑉  is volumetric efficiency, 𝜔𝐸𝑛𝑔  is engine speed, 

and 𝑉𝑑 is engine displacement volume. 
The exhaust mass flow has been assumed to be the same 

as the engine mass flow. This assumption is under the 

consideration that the pressure dynamics in the exhaust 

manifold are not significantly affected by the additional fuel 

mass flow rate. The exhaust temperature has been modeled 

empirically as a function of engine speed and load: 

𝑇2 = 𝑓
𝑇2
(�̇�𝐸𝑛𝑔, 𝜔𝐸𝑛𝑔)  (11) 

𝑓𝑇2 is a two dimensional lookup table derived from a full 

factorial design of experiments executed in a 1-D engine 

simulation software. 

The intake manifold pressure dynamics can be derived 

from the ideal gas law and mass balance: 

�̇�2 =
𝑅𝑇

𝑉𝑚
(�̇�𝑇 − �̇�𝐸𝑛𝑔)  (12) 

The exhaust manifold and boost volume pressures are 

modelled similar to the intake manifold. Finally, the 

complete nonlinear air path model in state space form is 

given below: 

�̇� = 𝑓𝑥(𝑥, 𝑢) 
𝑦 = 𝑓𝑦(𝑥) 
𝑧 = 𝑓𝑧(𝑥) 

(13) 

where: 

𝑥 ∈ ℝ10, 𝑥 = [𝑃1, 𝑃2, 𝑃4, 𝜔𝑇,𝑚𝐸𝐺𝑅, (�̇�𝑒)𝑖]
𝑇 , 𝑖 =

1,2, …10;  

𝑢 ∈ ℝ4, 𝑢 = [�̇�𝑇, �̇�𝑊, �̇�𝐵, �̇�𝐸𝐺𝑅]
𝑇; 

𝑦 ∈ ℝ2, 𝑦 = [𝑃1, 𝑐𝐸𝐺𝑅]
𝑇; 

𝑧 ∈ ℝ2, 𝑧 = [𝑃1 − 𝑃4, 𝜁]
𝑇; 

𝑚𝐸𝐺𝑅 is the EGR mass in the intake manifold; 

𝑐𝐸𝐺𝑅 is the EGR concentration in the intake manifold; 

𝑃1 − 𝑃4 is the constraint to ensure feasible non-negative 

throttle air mass flow.  

For the model (13) to be used in the NMPC formulation, 

nodes discretization must be implemented. Conventionally, 

an Euler approach can discretize the nonlinear model 

directly. With sampling time ∆𝑡, the discrete state transition 

function is computed as: 

𝑥(𝑘 + 1) = 𝑥(𝑘) + 𝑓𝑥(𝑥, 𝑢)∆𝑡 (14) 

The air path dynamics become very fast at high engine 

speed. In order to maintain numerical stability, the Euler 

approach requires very fast sampling time to capture the 

filling dynamics of small volumes, like boost volume 𝑉4 and 

exhaust manifold 𝑉2. This short sampling time may not be 

sufficient to complete the NMPC computation. One solution 
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is to eliminate the fast dynamics for the given sampling time 

as to allow for the NMPC to terminate its computation. 

However, this results in reduced model accuracy and a 

varying order system, which is not favorable for NMPC 

formulation. In order to solve this dilemma, this research 

applies a State Transition Matrix (STM) approach for model 

discretization. After linearizing the model at the nominal 

operating points, the discrete state transition function can be 

computed as: 

𝑥(𝑘 + 1) = 𝑓𝑥𝑑(𝑥(𝑘 + 1), 𝑢(𝑘))  

           = 𝑒𝐴∆𝑡𝑥(𝑘) + ∫ 𝑒𝐴𝜏𝑑𝜏
∆𝑡

0

𝐵𝑢(𝑘) 
(15) 

where 𝐴 and 𝐵 are state space matrices from the linearized 

model. 

From equation (15), the STM methods finds the exact 

solution of the linearized continuous system over the 

sampling period ∆𝑡 . It preserves the system stability 

information while maintaining system order regardless of 

the length of ∆𝑡. However, the integral term in equation (15) 

grows exponentially if the system is unstable. In this case, an 

excessive large ∆𝑡 can still result in numerical issues. Table I 

compares Euler and STM approaches in terms of the 

maximum sampling, which results in numerical stability 

issues. It can be concluded that the STM approach allows for 

much slower NMPC update frequency even with high engine 

speed than the Euler method.  

TABLE I: COMPARISON OF MAXIMUM SAMPLING TIME BETWEEN EULER AND 

STM APPROACHES.  

Engine speed Max ∆𝑡: Euler Max ∆𝑡: STM 

2000 RPM 50 ms 220 ms 

6000 RPM 15 ms 75 ms 

Remark: The STM approach completes both system 

linearization and discretization at the same time. 

Considering system linearization is inevitable for most 

NMPC applications, the STM method does not increase the 

computational load significantly.  

III. OPTIMIZATION PROBLEM FORMULATION 

The objective of the proposed model predictive air path 

controller is to track MAP and EGR concentration of the 

intake manifold. Therefore, the stage cost of the objective 

function should penalize the least square reference tracking 

error and control effort. After adding a terminal state penalty 

for stability consideration the objective function of the 

NMPC is: 

𝐽0(𝑥(𝑘), 𝑈(𝑘)) = 𝑥(𝑘 + 𝑁)
𝑇𝑄𝑓𝑥(𝑘 + 𝑁) + 

                 ∑
1

2
𝑞 (𝑦(𝑖) − 𝑦𝑟𝑒𝑓(𝑖))

2
+ 𝑢(𝑖)𝑇𝑟𝑢(𝑖)

𝑘+𝑁−1

𝑖=𝑘

 
(16) 

where: 

𝑟 ∈ ℝ>0
4×4, 𝑞 ∈ ℝ>0

2×2, 𝑄𝑓 ∈ ℝ>0
10×10 

𝑈(𝑘) = [𝑢(𝑘), 𝑢(𝑘 + 1), … 𝑢(𝑘 + 𝑁 − 1)]𝑇. 

The penalty on terminal states is not sufficient to 

guarantee the stability of sub-optimal MPC. This issue will 

be addressed later in this document. The objective function 

of this specific control application has a least-square-like 

structure that favors Gauss-Newton methods. The next 

section discusses exploiting this property to reduce 

computation load. 

The proposed controller requires ζ ≤ 0  to avoid 

compressor surge. The air mass flow through all the control 

valves is required to be non-negative, and the upstream 

pressure must be higher than the downstream pressure so 

that the valve flow rate is physically feasible. Finally, the 

following equation shows the complete NLP that is solved in 

every NMPC update to obtain the optimal control sequence 

for all 𝑁 steps of the future horizon.  

min
𝑈(𝑘)

𝐽0(𝑥(𝑘), 𝑈(𝑘)) 

s. t.      

{
 
 

 
 
𝑥(𝑖 + 1) = 𝑓𝑥𝑑(𝑥(𝑖), 𝑢(𝑖)),

𝑦(𝑖) = 𝑓𝑦(𝑥(𝑖)),

𝑧(𝑖) = 𝑓𝑧(𝑥(𝑖)),

𝑧(𝑖) ≤ 0,

−𝑢(𝑖) ≤ 0.

 
(17) 

where 𝑖 = 𝑘, 𝑘 + 1,… 𝑘 + 𝑁 − 1. 

The equality constraints of system dynamics can be 

transferred to the objective function, leading to a new 

objective function 𝐽(𝑥(𝑘), 𝑈(𝑘)). The new NLP problem 

only has inequality constraints, and can be written in a more 

compact form: 

min
𝑈(𝑘)

𝐽(𝑥(𝑘), 𝑈(𝑘)) 

s. t.      𝑙(𝑥(𝑘), 𝑈(𝑘)) ≤ 𝟎. 
(18) 

where 𝑙: ℝ4𝑁 → ℝ(2+4)𝑁. 

IV. SQP STRATEGY WITH GAUSSIAN HESSIAN 

APPROXIMATION 

This research utilizes the SQP algorithm proposed by [26] 

to solve the optimization problem (18) during each MPC 

sampling time. The following section briefly introduces the 

SQP algorithm. With a given initial guess of 𝑈 (represented 

by 𝑈0 ), the SQP computes the searching direction ∆𝑈 by 

solving a sub-quadratic programing problem as follows: 

min
∆𝑈(𝑗)

1

2
∆𝑈𝑇𝐻𝐽(𝑥𝑘,𝑈0)∆𝑈 + ∆𝑈

𝑇∇𝐽(𝑥𝑘,𝑈0)  

s. t.      𝑙(𝑥𝑘,𝑈0) + ∇𝑙(𝑥𝑘,𝑈0)∆𝑈 ≤ 𝟎 

(19) 

where 𝐻𝐽(𝑥𝑘,𝑈0)  is the Hessian at (𝑥0, 𝑈0) , and 

∇𝐽(𝑥𝑘,𝑈0) is the Jacobian at (𝑥0, 𝑈0). 
 

The search step size toward direction ∆𝑈 is scaled by a 

factor 𝛼,  which was generated by solving a line search 

problem of a merit function of the original NLP: 
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𝛼(𝑖) = 𝑎𝑟𝑔𝑚𝑖𝑛
𝛼
𝑔(𝑈 + 𝛼∆𝑈) (20) 

where  

𝑔(𝑈) = 𝐽(𝑥(𝑘), 𝑈) + 𝜎∑max(0, 𝑙𝑖(𝑥(𝑘), 𝑈))

𝑞

𝑖=1

 (21) 

𝑞 is the total number of constraints, and 𝜎 is the 
penalty on the constraints violation.  

For each major iteration 𝑗 (whereas the iterations solving 

the sub-QP problems are referred to as minor iterations), the 

updated solution is calculated as: 

𝑈∗ = 𝑈0(𝑗 + 1) = 𝑈0(𝑗)+ 𝛼∆𝑈(𝑗) (22) 

The 𝑈0(𝑗 + 1) is the starting point of the next major 

iteration. The SQP is considered as converged if the search 

step, 𝛼∆𝑈(𝑗) , is smaller than a certain threshold. In this 

situation, the algorithm terminates, outputting 𝑈∗ as the final 

solution.  

V. SIMULATION RESULTS 

Figure 4 and Figure 5 show the performance and control 

actuation of the proposed SQP model predictive air path 

controller in simulation. The MPC has a sampling time of 50 

ms and 10 steps preview/control horizon. The simulated 

scenario includes a “tip-in” and a “tip-out” maneuver while 

the engine speed is fixed at both 2000 RPM and 6000 RPM. 

 
Figure 4: Performance of the proposed model predictive engine air path 

control during “tip-in” and “tip-out” situations.  

Figure 4 shows that the proposed model predictive air path 

controller successfully tracks MAP and EGR references 

during both tip-in and tip-out situations without violating the 

surge constraint (and other constraints described previously). 

Before tip-in, the NMPC closes the waste gate ahead of time 

to increase turbo speed and boost pressure. At the instance of 

tip-in, the throttle is opened to an overshooting position, 

increasing the intake manifold pressure rapidly. It is 

observed that the NMPC opens surge valve initially to allow 

air mass flow into the boost volume (negative surge valve 

flow) while its pressure is less than the ambient. EGR valve 

shows overshooting behaviors to compensate for manifold 

filling delay. Furthermore, the NMPC foresees the transport 

delay caused by the pipe between compressor and throttle, 

which is modelled as a segmented pipe as discussed 

previously. Therefore, the EGR valve opens earlier than the 

tip-in action. 

 
Figure 5: Control actions of the proposed model predictive engine air path 

control during tip-in and tip-out situations.  

During the tip-out, the throttle is fully closed ahead of 

time to compensate for the non-negative throttle air mass 

flow constraint and intake manifold emptying dynamics. The 

throttle re-opens when the intake manifold drops to the 

desired target. The EGR valve shows similar maneuvers as 

the throttle to compensate for constraints and intake 

manifold delay with more lead action considering the EGR 

transport delay. The waste-gate is opened at the instance of 

tip-out to reduce turbo speed. In the meantime, the surge 

valve is also opened to reduce boost volume pressure quickly 

to avoid compressor surge. These actions can also be 

observed from current production turbocharged engine 

control strategies. After increasing the engine speed from 

2000 to 6000 RPM, the air mass flow through the entire air 

path increases significantly. As a result, the NMPC reduces 

valve overshoot and lead-time to account for the faster 

system dynamics.  

VI. CONCLUSION 

This research proposes a nonlinear model predictive 
control strategy for air path control of turbocharged SI 
engines with LP-EGR. The control objective is to track 
intake manifold MAP and EGR concentration references 
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while minimizing control effort. This NMPC also respects 
compressor surge and actuator saturation constraints during 
the search for optimal control actions. A SQP algorithm is 
tailored for this NMPC application to improve the 
computational efficiency. It exploits the least-square like 
structure of the NLP formulated for MPC to simplify 
computation of the Hessian matrix. The merit function step 
scaling improves global convergence performance and 
eliminates steady state control chattering issues. Finally, the 
STM discretization method enables sufficient sampling time 
for the computation of NMPC considering the accelerated air 
path dynamics during high engine speed operation. 
Simulation results demonstrate that the proposed model 
predictive air path control strategy achieves its design 
objectives, in terms of tracking MAP and EGR concentration 
reference, minimizing control actuation and respecting 
compressor surge constraints. The computational time 
analysis of the proposed SQP MPC demonstrates high 
potential for real-time implementation with current 
prototype controllers or future production ECUs.  
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