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ABSTRACT
Interactions between hydrothermal fluids and rock alter mineralogy, leading to the formation of secondary minerals and potentially significant physical and chemical property changes. Reactive transport simulations are essential for evaluating the coupled processes controlling the geochemical, thermal and hydrological evolution of geothermal systems. The objective of this preliminary investigation is to successfully replicate observations from a series of hydrothermal laboratory experiments [Morrow et al., 2001] using the code TOUGHREACT. The laboratory experiments carried out by Morrow et al. [2001] measure permeability reduction in fractured and intact Westerly granite due to high-temperature fluid flow through core samples. Initial permeability and temperature values used in our simulations reflect these experimental conditions and range from $6.13 \times 10^{-20}$ to $1.5 \times 10^{-17}$ m² and 150 to 300 °C, respectively. The primary mineralogy of the model rock is plagioclase (40 vol.%), K-feldspar (20 vol.%), quartz (30 vol.%), and biotite (10 vol.%). The simulations are constrained by the requirement that permeability, relative mineral abundances, and fluid chemistry agree with experimental observations. In the models, the granite core samples are represented as one-dimensional reaction domains. We find that the mineral abundances, solute concentrations, and permeability evolutions predicted by the models are consistent with those observed in the experiments carried out by Morrow et al. [2001] only if the mineral reactive surface areas decrease with increasing clay mineral abundance. This modeling approach suggests the importance of explicitly incorporating changing mineral surface areas into reactive transport models.

INTRODUCTION
The search for sources of renewable energy has promoted interest in geothermal energy exploration and development. Interactions between hydrothermal fluids and rock alter the primary mineralogy, leading to formation of secondary minerals and potentially significant physical and chemical property changes [Xu and Pruess, 2001; Xu et al., 2003]. Reactive transport simulations provide an objective and systematic means of investigating and evaluating the competitive interactions between fluids and rock-forming minerals over space and time for a range of conditions [Steefel et al., 2005]. However, endeavors to model coupled thermal-hydrologic-chemical (THC) processes are complicated by the number of poorly constrained processes that occur under hydrothermal conditions. In order to maximize their utility, reactive transport models must adequately integrate the various fundamental processes that control system properties and evolution.

A major challenge in the field of reactive transport modeling has been the development of general models that will transfer to different geothermal sites and conditions. The many assumptions, uncertainties, and approximations intrinsic to reactive transport models restrict our ability to draw general conclusions regarding the behavior of natural geothermal systems. Although hydrothermal fluids and rocks interact under a diverse range of conditions, most studies necessarily present simulation results that are specific to a particular set of conditions and parameters [e.g., Xu and Pruess, 2001; Xu et al., 2001; Maher et al., 2006]. If reactive transport models are to be more broadly applied to problems such as the analysis and exploration of geothermal systems, then these models must be transferable from one system to another (i.e., not site specific). This requires modeling techniques that are
sufficient enough to apply over a wide-range of conditions.

Reactive transport models rely on mathematical formulations to describe the coupled THC processes occurring in hydrothermal environments [Johnson et al., 1998]. The general mathematical expression typically used to predict mineral dissolution or precipitation rates is based on transition state theory and has the form [Aagaard and Helgeson, 1982; Helgeson et al., 1984; Lasaga, 1984]:

\[
\text{rate} = A \cdot k \cdot f(\Delta G)
\]

(1)

where \(A\) is the specific reactive surface area, \(k\) the rate constant, and \(f(\Delta G)\) a function which gives the dependence of the rate on the Gibbs free energy \((\Delta G)\). Equation (1) illustrates the overall rate dependence on: (i) the proximity to equilibrium (i.e., the degree of saturation, which is defined in terms of the Gibbs free energy), (ii) rate constants, and (iii) mineral surface areas. Changes to any of these terms can contribute to significant differences in the predicted mineral dissolution/precipitation behavior and, by extension, the evolution and behavior of the system. Comparisons of various studies [e.g., Martin and Lowell, 1997; Johnson et al., 1998; White and Brantley, 2003; André et al., 2006; Maher et al., 2006; Yasuhara and Elsworth, 2006] indeed indicate that differences in kinetics, surface area, solution chemistry, and mineral composition and solubility can cause significant differences in predicted mineral precipitation and permeability evolution. Therefore, in addition to appropriate mathematical formulations of the coupled processes, reactive transport models require accurate compositional, thermodynamic, and kinetic data. Unfortunately, values for parameters such as mineral compositions and solubilities, fluid chemistry, rate constants, and reactive surface areas are often difficult to constrain or unavailable [White and Peterson, 1990; Aleksyev et al., 1997; Cama et al., 2000; Brantley, 2003; Maher et al., 2006].

The multitude of unconstrained variables presents a significant challenge. For the purposes of this study, we have reduced the problem to a more tractable size by focusing on the numerical treatment of reactive surface areas. Although all the parameters mentioned above introduce uncertainty into reactive transport models, mineral surface areas remain one of the most uncertain and poorly quantified parameters [White and Brantley, 1995; Bethke, 1996; Aleksyev et al., 1997; Cama et al., 2000; Steefel, 2001; Lasaga and Lü, 2003; Xu et al., 2004a; Maher et al., 2006; Brantley, 2003, 2008]. Relatively few studies have attempted to simulate physical changes in mineral surface areas or to evaluate their effects on dissolution and precipitation rates [Sonnenthal and Ortoleva, 1994; Brantley and Conrad, 2008]. Surface areas are notoriously difficult to ascertain [Nagy et al., 1991; Nagy and Lasaga, 1992; Stillings and Brantley, 1995; Amrhein and Suarez, 1992; Ganor et al., 1995, 1999; Cama et al., 2000] and are known to change with time due to poorly quantifiable phenomena. Processes affecting reactive surface area include coating of reactive mineral phases by other, less reactive minerals (armoring), dissolution pitting and etching, and creation of isolated porosity through crack healing and sealing [Brantley et al., 1990; Chester et al., 1993, Brantley, 2003; Brantley and Conrad, 2008]. The findings of White and Brantley [2003] and Maher et al. [2006] indicate that these changes in mineral surfaces may significantly contribute to the observed changes in rates.

Using the popular fluid flow and geochemical transport code TOUGHREACT [Xu and Pruess, 1998; Xu et al., 2004a], we present a relatively straightforward method for representing the progressive loss of reactive surface area due to occlusion by secondary precipitates. Since a critical benchmark for any numerical model is accurate simulation of well-constrained experiments, model success is predicated on agreement with a series of flow-through laboratory experiments conducted on cylindrical samples of Westerly granite at temperatures from 150 to 300 °C [Morrow et al., 2001]. Both intact and fractured granitic samples were used in the experiments, resulting in a range of initial permeability values. The objective of this preliminary investigation is to evaluate the use of a one-dimensional model that explicitly considers the temporal evolution of reactive surface areas for simulating the physical and chemical evolution of fractured granite under various hydrothermal conditions. The results presented in this paper can be compared to results from more complex multi-dimensional models. The intent is to better quantify and characterize the processes dominating the evolution of natural geothermal systems. Because rates are controlled by a combination of factors, an improved mechanistic or process-based understanding should facilitate the future development and utility of these models for field applications.

SURFACE AREA EFFECTS

Modeling reaction rates and their subsequent effects on system evolution requires knowledge of the total mineral surface areas in contact with the aqueous phase. The surface area, \(A\), used in Eq. (1) typically is based on either gas adsorption measurements (BET) or geometric estimates [Maher et al., 2006; Brantley and Conrad, 2008]. However, BET surface areas are consistently higher than those based on geometric estimates [Dorn, 1995; Brantley et al., 1999; White and Brantley, 2003]. Additionally, there are substantial uncertainties associated with both
approaches for assigning reactive surface area [e.g., Gautier et al., 2001; Brantley, 2003; Zhu, 2005; Maher et al., 2006; Peters, 2009]. It has been noted that coatings commonly form on mineral surfaces over time and can cause significant variations between initial and final surface areas [Cama et al., 2000; Brantley, 2003; Peters, 2009]. Furthermore, these surface coatings are reported to develop early and rapidly [Banfield and Barker, 1994; Nugent et al., 1998]. These previous studies indicate that the accumulation of clay minerals in pore spaces and on grain surfaces can be very effective at reducing the fraction of reactive minerals accessible to the fluid. Consequently, decreases in rates of primary mineral depletion and secondary mineral formation are likely partially attributable to reductions in reactive surface areas [White and Brantley, 2003]. This argues that the progressive occlusion of the reactive mineral substrate must factor into prediction of reaction rates. Thus, accounting for the development of such mineral coatings may help to facilitate more accurate predictions [Dove , 1995; Cama et al., 2000; Peters, 2009].

### LABORATORY EXPERIMENTS

Here we provide a brief description of the experiments simulated in this study. Additional details can be found in Morrow et al. [2001] and references therein. In order to assess changes in permeability, mineralogy, and solute concentrations, Morrow et al. [2001] conducted high-temperature flow-through experiments on cylinders of intact or fractured (split) Westerly granite measuring 18.0 mm in diameter and 38.1 mm in length, with fractures in the latter type of experiment oriented parallel to the cylinder axis. The experiments were conducted at an effective pressure of 50 MPa and at temperatures from 150 to 500 °C (only experiments ≤ 300 °C were considered in the numerical models). A pore-pressure differential of 2 MPa was imposed across the length of the sample, producing a steady-state flow regime. Experiments were started using distilled water. The pore fluid was cycled back and forth at intervals of approximately 10,000 to 40,000 seconds by reversing the 2 MPa fluid pressure gradient. Consequently, the same fluid, with an evolving chemical composition, flowed back and forth through each sample over time.

Morrow et al. [2001] measured total flow and total pressure drop across the samples and reported an average or apparent permeability for each sample on the basis of overall column dimensions. The reported permeability values were calculated according to Darcy’s law:

\[
\frac{Q}{A_{\text{cs}}} = \frac{p}{\mu} \frac{dP}{dx}
\]

where \( Q \) is volumetric flow rate, \( A_{\text{cs}} \) is the cross-sectional area of the sample, \( p \) is permeability, \( \mu \) is the dynamic viscosity of water at the temperature and pressure of the experiment, and \( (dP/dx) \) is the pore fluid pressure gradient across the sample. The lower limit for the permeability measurements was \( 1 \times 10^{-22} \text{ m}^2 \). The authors observed that after an initial stage of rapid permeability loss, experiments generally reverted to a state in which permeability followed an exponential decay in time. Pore fluid was extracted for chemical analysis at the conclusion of one experiment conducted on a fractured sample at 250 °C (250f-2 in Table 1). This fluid was analyzed for major cations and silica. Unfortunately, fluids could not be sampled during the experiments without adversely affecting the fluid pressure and chemistry. Therefore, only a final composition is available from a single sample for comparison with model results. The mineralogy of selected fractured samples was also examined before and after alteration and the relative abundances were reported. In order of decreasing abundance, the newly crystallized minerals observed at 150 °C are Fe-rich smectite, K-feldspar, albite, quartz, calcite, and Ca-Al zeolite. Similarly, at 250 °C the observed secondary minerals are smectite, calcite, K-feldspar, albite, quartz, Ca-Al zeolite.

### REACTIVE TRANSPORT MODEL

#### Governing Equations

Simulations of the flow-through experiments were carried out using the code TOUGHREACT [Xu and Puess, 1998; Xu et al., 2004a]. Here, we outline the standard equations used in the code to model fluid and heat flow, chemical transport, and reactions. We also discuss the modified equations used for calculating surface area changes. The primary governing equations for multiphase fluid and heat flow and chemical transport have the same structure. These equations are derived from the conservation laws for mass, energy, and momentum. In general, the flow and transport equations are expressed as [Xu et al., 1997, 2004a]:

\[
\frac{\partial M_i}{\partial t} = - \nabla \cdot F_i + q_i
\]

### Table 1: Summary of experiments from Morrow et al. [2001].

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Temperature (°C)</th>
<th>Initial Permeability ( (\text{m}^2 \times 10^{-21}) )</th>
<th>Final Permeability ( (\text{m}^2 \times 10^{-21}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>150f</td>
<td>intact</td>
<td>150</td>
<td>63.2</td>
<td>55.6</td>
</tr>
<tr>
<td>250f</td>
<td>intact</td>
<td>250</td>
<td>61.3</td>
<td>29.3</td>
</tr>
<tr>
<td>250f-1</td>
<td>fractured</td>
<td>250</td>
<td>129.0</td>
<td>16.7</td>
</tr>
<tr>
<td>250f-2</td>
<td>fractured</td>
<td>250</td>
<td>6900.0</td>
<td>980.0</td>
</tr>
<tr>
<td>300f</td>
<td>intact</td>
<td>300</td>
<td>166.1</td>
<td>59.1</td>
</tr>
<tr>
<td>300f</td>
<td>fractured</td>
<td>300</td>
<td>15081.7</td>
<td>581.7</td>
</tr>
</tbody>
</table>
where $M$ is the mass accumulation, $F$ the mass flux, and $q$ a source/sink term. The subscript $i$ represents either fluid, heat, or aqueous chemical components. The primary governing equations are coupled to constitutive local relationships that express all parameters as functions of fundamental thermophysical and chemical variables.

The equations for kinetically-controlled mineral dissolution and precipitation are given using a general form of rate law [Lasaga, 1984; Steefel and Lasaga, 1994; Palandri and Kharaka, 2004]:

$$ r_j = A_j k_j \left[ 1 - \left( \frac{Q_j}{K_j} \right)^n \right]^{\eta} \tag{4} $$

where $r_j$ is the dissolution/precipitation rate (positive values indicate dissolution and negative values precipitation), $A_j$ the specific reaction surface area per $\text{kgH}_2\text{O}$, $k_j$ the rate constant, $K_j$ the equilibrium constant for the mineral-water reaction, $Q_j$ the ion activity product, and the subscript $j$ the mineral index. The exponents $\theta$ and $\eta$ are experimentally determined parameters. In this study, they are taken to be equal to one for all mineral components, $j$, in the system. The rate constant is a function of temperature, approximated by:

$$ k = k_{25} \exp \left[ \frac{E_a}{R \left( \frac{1}{T} - \frac{1}{298.15} \right)} \right] \tag{5} $$

where $E_a$ is the activation energy, $k_{25}$ the rate constant at $25^\circ\text{C}$, $R$ the gas constant, and $T$ temperature (K).

These mathematical representations of mineral reaction kinetics determine the physical and chemical evolution of the model system.

TOUGHREACT can also track temporal changes in porosity and permeability due to mineral dissolution and precipitation. Changes in porosity are calculated from changes in mineral volume fractions. The code offers several options for calculating changes in permeability. For example, permeability change can depend on porosity change [Steefel and Lasaga, 1994] or on fracture aperture change [Snow, 1968; Xu et al., 2004a]. Since fluid flow in low-porosity crystalline rocks typical of geothermal fields is dominated by fractures (both at the macroscopic and microscopic scales), the following expression is used to relate permeability changes to changes in hydraulic aperture:

$$ p = \frac{(b_o + \Delta b)^3}{12s} \tag{6} $$

where $p$ is permeability, $b$ the hydraulic aperture, $\Delta b$ the aperture change resulting from mineral precipitation/dissolution, and $s$ the fracture spacing. The subscript $o$ indicates the initial value.

Several theoretical models have been proposed to relate changes in porosity, $\phi$, to changes in specific surface area, $A$ [Kieffer et al., 1999; Emmanuel and Berkowitz, 2005]. These models often are based on simple geometric considerations assuming a porous media, such as sandstone, consisting of an array of spherical pores and have the form:

$$ A = A_o \left( \frac{\phi}{\phi_o} \right)^{2/3} \tag{7} $$

However, such models remain largely unverified and may not be appropriate for fractured rock [Emmanuel and Berkowitz, 2005]. For the purposes of this study, we related changes in surface area to changes in fracture permeability using:

$$ A = A_o \left( \frac{p}{p_o} \right)^n \tag{8} $$

where $n$ is a numerically determined fitting parameter that can either be constant or given by:

$$ n = \left\lfloor 1 - \left( \frac{\Delta_{clay}}{\phi_o} \right)^m \right\rfloor \tag{9} $$

where $\Delta_{clay}$ is the change in smectite abundance expressed as the volume fraction of clay relative to total rock volume. The parameters $n$, $l$, and $m$ were selected to provide the best match to the experimental observations. Although Eqs. (8) and (9) do not derive directly from first-principle theory or geometric arguments, as discussed in more detail below, these equations were implemented as one way of representing the physical process of reactive surface area reduction due to clay mineral precipitation (i.e., armoring). As previously discussed, when clays precipitate along a fracture wall they cause a reduction in reactive surface area (Eq. 8). However, after an initial clay-mineral coating forms, this mechanism of physical occlusion may become less important for controlling reaction rates. This decreasing control is not simulated by Eq. (8) using a constant $n$. In Eq. (9), as smectite fills the void space, $(\Delta_{clay}/\phi_o)$ goes to 1 and $n$ goes to 0. Consequently, Eq. (9) is used to evaluate the control of physical occlusion by clay minerals on reaction rates (Eq. 4) over time. As discussed in detail below, use of Eq. (8) with either constant $n$ or variable $n$ (Eq.
to simulate changes in reactive surface area provides a much better fit of our model results to the experimental observations of Morrow et al. [2001] than can be obtained assuming a constant $A$.

**Model Description and Setup**

A total of six experiments performed by Morrow et al. [2001] were simulated in this study and have been designated 150i, 250i, 250f-1, 250f-2, 300i, and 300f. Details on the experimental configurations are listed in Table 1. These experiments consisted of both intact (i) and fractured (f) cylindrical samples of Westerly granite at temperatures ranging from 150 to 300 °C. The granite cylinders were represented as a one-dimensional reaction domain using a 76 volume element mesh with dimensions and interface areas identical to those of the cylinders. Additionally, two large-volume elements are placed at either end of the columns. These boundary elements are used to set the appropriate initial fluid conditions and 2 MPa pore pressure differential imposed between the top and bottom of the samples. The top and bottom boundaries are set to constant pressures of 52 and 50 MPa, respectively. Distilled water is used for the initial fluid. A drawback of using TOUGHREACT to simulate the flow-through experiments is that the code assumes open injection of the fluid (i.e., a fluid of constant composition is injected into the sample from the top boundary cell). However, the experiments were closed-loop (i.e., the same volume of fluid was cycled back and forth through the samples). To account for the recycling of fluid in the experiments, the constant pressure boundaries in TOUGHREACT were reversed at set intervals (listed in Table 2) required longer intervals between reversals to allow time for the injected fluid to move through the fracture. We note that we do not expect a direct match between the reversal times used in the simulations and the time intervals used by Morrow et al. [2001]. The reason for this is that in the experiments, fluid could be collected and stored between reversals within the pressure vessel without any loss of dissolved species. In TOUGHREACT, distilled water is injected into the system and as fluid flows out any species that have dissolved into solution are lost. To prevent flushing of solutes, we replicate fluid collection and storage by adjusting the reversal timings to maintain solute concentrations high enough to support mineral precipitation (i.e., changes of mineral abundances similar to those reported in the experiments) and permeability reduction.

Porosity estimates are not reported by Morrow et al. [2001]; however, Westerly granite has very low porosity (< 1%). In this study, we have assumed an initial bulk porosity of 0.9% (for simulations of 300f, 250f-2, and 250f-1 using variable $n$) or 0.1% (for simulations of 300i, 250i, 150i, and 250f-1 using constant $n$). The initial values for bulk permeability were set based on the experimental measurements. The primary and secondary minerals considered in the simulations are consistent with experimental observations and consist of plagioclase, K-feldspar, quartz, biotite, smectite, calcite, and zeolite (Table 3). Due to limited thermodynamic and kinetic data, we approximate the chemical and physical properties of plagioclase feldspar and biotite by resolving these minerals into their corresponding end-member components of albite and anorthite and annite and phlogopite, respectively [Johnson et al., 1998; Xu et al., 2004b]. Zeolite is represented by wairakite in the model. The thermodynamic data for all the minerals except smectite were taken from the TOUGHREACT database. The parameters for a high-Fe smectite were taken from the LLNL database [Delany and Lundeen, 1990]. Dissolution and precipitation of all minerals was assumed to be kinetically controlled using the rate law given in Eq. (4). The values for the rate constant at 25 °C ($k_{25}$) and the activation energy ($E_a$) were taken from published scientific literature. The same kinetic parameters are used for dissolution and precipitation. The modeled mineral phases, initial mineral volume fractions and reactive surface areas, and kinetic parameters are listed in Table 3. Assigning initial reactive mineral surface area is challenging. Because our main purpose is to investigate the temporal evolution of reactive surface areas and evaluate its relative importance to system evolution, we follow the approach of Xu and Pruess [2001] and assume a general reactive surface area of 1000 cm$^2$ g$^{-1}$ in fractured granite and 100 cm$^2$ g$^{-1}$ in intact granite (the lower value takes into account the fact that mineral surfaces may be less accessible to fluid in a granite matrix than a fracture). The initial areas of the primary minerals were then calculated by multiplying this surface area by the volume fractions reported in Table 3. Decreasing reactivity (i.e., less accessible reactive surface area) is modeled over time using Eq. (8).

Although the model outlined above is a simplified representation of the experiments, it nevertheless is useful for isolating the effects of surface area on alteration in fractured rock. Additionally, the physical and chemical parameters used in a one-dimensional, single-continuum reactive transport simulation are
innately averaged and reflect the bulk properties of the medium being simulated. Because the values given by Morrow et al. [2001] are also for the bulk media, an approach utilizing bulk-media parameters may prove useful. However, we acknowledge that one-dimensional simulations do not address all the processes involved in controlling changes in the system. Permeability evolution is controlled by additional factors such as pore size distribution and localized precipitation and dissolution. In a two-dimensional model for flow within a fracture, for example, flow can migrate around asperity bridges or blocked pathways. Considerations such as these are not addressed in the current model. However, at this point, the immediate goal is to (i) explore the ability of a one-dimensional model to replicate observations from experiments conducted on fractured granite under various hydrothermal conditions and (ii) provide an initial evaluation of the relative importance of physical occlusion of reactive surface area by secondary precipitates (armoring) on system evolution. Comparison of this work with two-dimensional models should help to understand THC processes in a more mechanistic or process-based fashion.

DISCUSSION OF SIMULATION RESULTS

The Effects of Physical Occlusion on System Evolution

The manner in which changes in reactivity are modeled has a notable effect on the physical and chemical evolution of the system. As discussed above, we assume that precipitation of clays within open pore space is the dominant mechanism by which reactive surface area would be reduced during an experiment. If we assume that the mineral surface area available to the fluid for reaction is unaffected by clay-mineral coatings (i.e., in Eq. 8), then there is rapid precipitation which causes a large reduction in permeability over a very short time (Fig. 1, arrow) and a spike in solute concentrations. This situation clearly does not match the experimental data. In general, the evolution pathway of a hydrothermal system is governed by a delicate balance between mineral dissolution and precipitation which are connected by a series of feedbacks. As shown below, if progressive occlusion of the reactive mineral substrate by clays is assumed, mineral precipitation and fluid composition are moderated and simulation results align much more closely with those of the flow-through experiments.

As a means of evaluating the effectiveness of mineral occlusion in governing system evolution, we simulated experiment 250f-1 (Table 1) using constant values of in Eq. 10.

Table 2: Timing of fluid flow reversals used in the simulations and values for the fitting parameters.

<table>
<thead>
<tr>
<th>Experiment Name</th>
<th>Reversal Timing (s)</th>
<th>Fitting Parameters</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>40000</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>250</td>
<td>40000</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>250f-1</td>
<td>50000</td>
<td>-</td>
<td>4.0</td>
</tr>
<tr>
<td>250f-2</td>
<td>1000</td>
<td>-</td>
<td>4.0</td>
</tr>
<tr>
<td>300</td>
<td>40000</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>300f</td>
<td>1000</td>
<td>-</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Table 3: Initial mineral volume fractions, surface areas, and kinetic properties used in the simulations.

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Volume Fraction (%)</th>
<th>Surface Area A (cm² g⁻¹)</th>
<th>Kinetic Properties</th>
<th>Eₚ (kJ mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>albite</td>
<td>30</td>
<td>1.0 x 10⁻⁴⁶</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>anorthite</td>
<td>10</td>
<td>100</td>
<td>5.6 x 10⁻⁴⁹</td>
<td>67.8</td>
</tr>
<tr>
<td>k-feldspar</td>
<td>20</td>
<td>200</td>
<td>5.9 x 10⁻⁴³</td>
<td>38.0</td>
</tr>
<tr>
<td>quartz</td>
<td>30</td>
<td>300</td>
<td>4.3 x 10⁻⁴⁴</td>
<td>89.0</td>
</tr>
<tr>
<td>anite</td>
<td>5</td>
<td>50</td>
<td>2.2 x 10⁻¹¹</td>
<td>60.0</td>
</tr>
<tr>
<td>phlogopite</td>
<td>5</td>
<td>50</td>
<td>1.2 x 10⁻¹¹</td>
<td>60.0</td>
</tr>
<tr>
<td>smectite</td>
<td>0</td>
<td>1000</td>
<td>1.0 x 10⁻¹⁴</td>
<td>58.6</td>
</tr>
<tr>
<td>calcite</td>
<td>0</td>
<td>1000</td>
<td>1.6 x 10⁻⁵⁶</td>
<td>41.8</td>
</tr>
<tr>
<td>wairakite</td>
<td>0</td>
<td>1000</td>
<td>2.0 x 10⁻¹²</td>
<td>62.8</td>
</tr>
</tbody>
</table>

As surface area for fractured granite.

Surface areas are reduced by an order of magnitude for intact granite (see text for details).

Rapid dissolution of the primary minerals occurs early in the simulation as distilled water is injected into the granite. Dissolution of albite, anorthite, K-feldspar, quartz, anite, and phlogopite releases Na, SiO₂, K, Ca, Fe, Al, and Mg into solution. Over time, smectite and calcite become oversaturated with respect to the pore fluid and begin to precipitate. By removing solutes from solution, mineral precipitation can promote continued disequilibrium and dissolution. For all values of n, but most notably for n = 2, smectite precipitates quickly increasing the abundance of smectite in the simulated system (Fig. 2). Rapid formation of smectite also drives a larger decrease in permeability (Fig. 1) and increasing concentrations of K, Al, and SiO₂ (Fig. 3). As K, Al, and SiO₂ concentrations increase, K-feldspar also becomes oversaturated and starts to precipitate. Decreasing concentrations of Ca are driven by continued high rates of calcite precipitation. Concentrations of Na, Mg, and Fe remain fairly stable, possibly indicating that biotite and albite dissolution are balanced by smectite precipitation. By the end of the simulation for which n = 2, there are obvious deviations between experimental and...
simulation results. The most prominent differences are that the model permeability is too low (Fig. 1), the relative abundance of K-feldspar (Fig. 2) exceeds that observed in the experiment, and the simulated concentrations of K, Ca, and Al trend away from that of the measured fluid (Fig. 3). In making this last comparison, we assume that the final fluid composition of 250f-1 was similar to 250f-2 because 250f-2 is the only experiment for which aqueous chemical concentrations are reported.

A stronger feedback between surface area reduction and clay mineral precipitation (i.e., \( n \geq 4 \)) better matches the observed mineralogy, fluid composition and permeability evolution (Figs. 1–3). Solute concentrations appear more stable, without large decreases or increases away from the final measured values. However, there is still appreciable lack of agreement between modeled and measured Na, SiO₂, and Al concentrations. Continued deviations between numerical and experimental results are likely due to a combination of factors such as the presence of saline pore fluid and/or salts in the granite cylinders that are not represented in the model [Moore et al., 1983], isomorphous substitution (i.e., the replacement of one ion by another) and cation release from smectite [Singer and Munns, 2006], and model conceptualization or assumptions (e.g., timing of flow reversal or smectite chemical composition).

**Simulations of Fractured Samples**

Many of the data for experiment 250f-1 were adequately modeled assuming progressive occlusion of the reactive mineral substrate by clays and using constant \( n \) values between 4 and 6. However, comparing simulations of 250f-1 (discussed above) with those for 250f-2 and 300f indicate that this approach may not apply generally for fractured granite. After an early phase of rapid permeability reduction, experimental measurements show that permeability continues to decrease more slowly. The continued decline in permeability is most evident in the higher permeability experiments 250f-2 and 300f and is not well reproduced by models using a constant \( n \) in Eq. (8) (as shown in the top panel of Fig. 4). In the case of constant \( n > 4 \), permeability reaches a fairly stable value after a few days, since reaction rates, \( r_m \), are quickly driven to zero by the strong effect of clay precipitation on surface area reductions. This produces an essentially constant permeability at later stages. This “over-flattening” is
Figure 3: Evolution of fluid chemistry in simulations of 250f-1 using different values of $n$. Dashed lines indicate model results. Solid lines indicate the final pore-fluid chemistry measured by Morrow et al. [2001] for experiment 250f-2.

most obvious in Fig. (1) for $n = 6$ and Fig (4) (top panel). Nevertheless, as shown above a value of $n$ between 4 and 6 is required to match the early evolution of the system. The problem may be that a larger, constant value of $n$ overestimates the importance of surface area changes over time. It may be more realistic to assume that changes to reactive surface areas become less pronounced after an initial clay-mineral coating forms along the fracture surface.

To examine this effect, Equation (9) was incorporated into simulations of 250f-1, 250f-2, and 300f to evaluate the impact of progressively decreasing the feedback strength between smectite formation and surface area reduction. In the following simulations, the parameters $l$ and $m$ were set to 4 and 2/3, respectively. Since $l$ and $m$ are fitting parameters, these are not intrinsic values. The purpose of the parameters is to represent the physical process and significance of mineral occlusion in fractured rock. The selected values were determined numerically (i.e., they were adjusted until the simulation results approximated the data from all three experiments equally well). As previously mentioned, the selected values indicate the magnitude of the feedback between mineral surface area and reaction rates and the degree to which physical occlusion controls system properties. Adjusting the feedback between $n$ and smectite abundance permits a slow continual decline in permeability that could not be captured in previous simulations using constant $n$ in Eq. (8).

Comparison between the top and bottom panels in Fig. (4) shows that, overall, the model permeability curves using Eq. (9) better fit the data for all three experiments on fractured granite, although the improvement for the lowest permeability sample 250f-1 is small (c.f., Figs. 1 and 4). This approach produces mineral compositions, fluid chemistries and permeability evolution curves that reasonably match the available experimental data for fractured granite. For example, final relative mineral abundances in the simulation of 250f-2 (Fig. 5) generally match the relative abundances reported for the corresponding experiment (mineral abundances are larger here then in Fig. 2 due to increased initial porosity). The fluid chemical composition for K, Mg, Fe, Ca, and Al are also in fairly good agreement with the fluid sample analyzed by Morrow et al. [2001] (Fig. 6). Specifically, the final simulated concentrations of K, Mg, Fe are very close to the measured values. Also, the concentrations of Ca and Al approximate the measured values fairly well and are trending in the right direction. The most obvious misfits between the numerical and experimental results are the SiO$_2$ and Na concentrations. As K-feldspar begins precipitating, SiO$_2$ is removed from solution and its concentration moves away from the measured value. In all the simulations, Na concentrations remain very low (close to zero). This may indicate that additional considerations or more information on experimental conditions are required.

Simulations of Intact Samples

Unlike the fractured samples (250f-1, 250f-2, and 300f), in which permeability continues to decline after an early rapid decrease, measured permeability in the intact granite (150i, 250i, and 300i) tends to be much more constant over time, particularly at lower temperatures (Fig. 7). Using Eq. (9) to model the evolution of intact granite overestimates permeability reduction. Instead, the physical and chemical evolution of intact granite samples appears to be better modeled using constant $n = 5$. However, directly evaluating simulations of 150i, 250i and 300i is challenging since the secondary mineralogies and fluid composition reported by Morrow et al. [2001]...
Figure 4: Evolution of permeability in fractured granite (250f-1, 250f-2 and 300f). Blue, red, and green lines correspond to experiments 300f, 250f-2, and 250f-1, respectively. Solid lines correspond to model results. Symbols are used to indicate the permeability changes observed by Morrow et al. [2001]. The top panel shows that simulation results fail to match the data from higher permeability experiments when constant $n$ is used in Eq. (8). The lower panel shows the improved fit using Eq. (9) with $l = 4$ and $m = 2/3$.

Figure 5: Change of mineral abundances (volume fraction) in the simulation of 250f-2 using Eq. (9) with $l = 4$ and $m = 2/3$ after 31.5 days.

are only for fractured granite.

Some insight still may be gained by comparing the simulations of intact granite to the fractured granite data. For example, concentrations of Mg, K, Ca, and Fe in the simulation of 250i are very close to those measured at the end of experiment 250f-2 (Fig. 8). However, as also seen in the simulation of 250f-2 (Fig. 6), SiO$_2$ and Na are lower than the experimental data. The low concentrations of Na and SiO$_2$ in all of the models suggest that the factors controlling fluid chemistry in fractured granite also apply to intact samples. In general, the modeled fluid compositions of 250f-2 and 250i are similar, as expected since both models were run at the same temperature (250°C) and same starting mineralogy. The main distinction between the fractured and intact simulations is that solute concentrations for the intact sample 250i are predicted to reach their final values more rapidly than for the fractured sample 250f-2. This may reflect some combination of the longer reversal times (Table 2), constant $n$ (leading to more rapid surface occlusion), and the smaller reactive surface areas and porosities used in the intact rock simulations.

Final mineral abundances in numerical simulations of 150i are dominated by smectite, K-feldspar, and albite (Fig. 9, lower panel). This is qualitatively similar to the relative proportions of mineral reaction products reported by Morrow et al. [2001] for fractured granite at 150 °C. Smectite, calcite, and albite are the major minerals that precipitated in the simulation of 250i (Fig. 9, upper panel). The obvious difference between the simulation results for 250i and the mineralogy reported from experiments on fractured granite at 250 °C is that no K-feldspar precipitates in the intact rock model; instead, K-feldspar dissolution is predicted along the entire length of the sample. This difference may be a further indication that the degree of saturation of the pore fluid with respect to K-feldspar is sensitive to the rate of smectite precipitation. As previously mentioned, dissolution of K-feldspar dominates early in the simulations of fractured granite. However, as the system evolves, smectite begins to precipitate, after which point K-feldspar precipitation is observed. Rates of smectite precipitation in 250i are slower than in 250f-2 and thus could explain the lack of K-
feldspar in simulations of the intact sample. Therefore, the simulation results for 250f-i are consistent with those for 250f-1 in that lower rates of smectite precipitation correspond to decreased abundances of K-feldspar (Figs. 2 and 9).

Control of smectite precipitation on system evolution also may be reflected by the fact that simulations of intact samples require a value of $n$ that is different from that used to model fractured samples. In fractures, mineral occlusion initially may be an important mechanism for controlling reaction rates. However, as clays line a fracture, this mechanism may become less important, as represented by decreasing $n$ values. In the tight granite matrix of intact samples, surface area reduction effects may be less dramatic or important. In short, the two sets of $n$ values required by the data may indicate that the mechanisms controlling system evolution behave differently in fractured and intact rock due to structural differences. These differences may be resolved through the use of more complex or higher-dimension models.

**SUMMARY AND CONCLUSIONS**

This study was motivated by observations that mineral reaction rates decrease with time in both laboratory- and field-scale systems. Chemical or physical changes in mineral surfaces over time have been implicated as possible sources of this rate decrease. Consequently, reactive fluid flow through intact and fractured cylinders of Westerly granite was simulated to explore the effect of progressive surface area loss on system properties.

We find that dramatic deviations between model and experimental results occur when changes in reactive surface areas are not taken into account. When equations such as (8) and (9) are not employed in the models, reactions proceed too quickly. This causes a spike in solute concentrations and a rapid decrease in permeability that do not match experimental observations. In contrast, our simulations are capable of generating results that are qualitatively in good agreement with those of the experiments if Eq. (8) is implemented. The value of $n$ in Eq. (8) can be either constant or change with smectite abundance according to Eq. (9). Whether a constant or changing $n$ is more appropriate depends on the structure of the system being evaluated. Equation (9) represents a feedback between $n$ and smectite abundance and captures the slow continual decline in permeability measured in flow-through experiments on fractured granite. A more stable permeability is observed for intact granite, which is best represented by a constant
Figure 8: Evolution of fluid chemistry in the simulation of 250i. Dashed lines indicate model results using a constant $n = 5$. Solid lines indicate the final pore fluid chemistry measured by Morrow et al. [2001] for experiment 250f-2.

$n$. Overall, the simulation results seem to support the inference that gradual loss of reactive sites on silicate surfaces contribute significantly to the chemical and physical properties of granite under hydrothermal conditions. Thus, a method addressing changes in surface reactivity is necessary for accurate prediction of system behavior.

The modeling approach outlined in this paper is meant to represent mineral occlusion by clays and is successful under a variety of experimental conditions using a consistent set of values for the fitting parameters defined in Eqs. (8) and (9). The simulation results seem to validate this approach as a first approximation for predicting physical and chemical property changes in hydrothermal systems. However, because Eqs. (8) and (9) are not based on a first principle theory, the parameters $n$, $l$, and $m$ are not strictly geometric or fundamental properties. Furthermore, although most of the experimental data on permeability, alteration mineralogy and fluid chemistry are well replicated in the models, concentrations of Na and, to a lesser extent, SiO$_2$ are not. This disagreement between the laboratory data and the model suggests that system property changes arise from additional processes or a more complex configuration than is considered here. For example, the only source of Na in the model is albite. Deviations in fluid chemistry between model and experiments could be partly due to saline pore fluid and/or salts present in the granite samples that were not included in the model. Another possibility is that the fixed chemical composition of the high-Fe smectite used in the model causes too much Na to be removed from solution. The chemical composition of the smectite formed in the experiments is unknown; however, the structure and composition of smectite depends on factors such as pore fluid chemistry, isomorphic substitution, and cation release. Therefore, it is unlikely that the smectite formed in the experiments is exactly the same as that assumed in the model. Spatial variations in pore geometry and
mineralogy due to localized precipitation or dissolution that are not treated in our 1-D model could also affect the chemical and physical properties of the system.

Although the simulation results do not entirely match experimental observations of mineral alteration, fluid chemistry, and permeability evolution, there is very close agreement in most respects. This provides some measure of confidence that the proposed model provides a framework for studying THC processes in fractured granite under hydrothermal conditions. The present model uses a relatively simple approach to relate the evolution of bulk physical and chemical system properties to mineral surface area changes. More advanced reactive transport models that build upon the model presented in this paper should broaden the scope and utility of this approach in the assessment of natural geothermal systems.
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