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ABSTRACT
Recent studies suggest that mineral dissolution/precipitation and clay swelling effects could have a major impact on the performance of hot dry rock (HDR) and hot fractured rock (HFR) reservoirs. A major concern is achieving and maintaining adequate injectivity, while avoiding the development of preferential short-circuiting flow paths. A Pitzer ionic interaction model has been introduced into the publicly available TOUGHREACT code for solving non-isothermal multi-phase reactive geochemical transport problems under conditions of high ionic strength, expected in typical HDR and HFR systems. To explore chemically-induced effects of fluid circulation in these systems, we examine ways in which the chemical composition of reinjected waters can be modified to improve reservoir performance. We performed a number of coupled thermo-hydrologic-chemical simulations in which the fractured medium was represented by a one-dimensional MINC model (multiple interacting continua). Results obtained with the Pitzer activity coefficient model were compared with those using an extended Debye-Hückel equation. Our simulations show that non-ideal activity effects can be significant even at modest ionic strength, and can have major impacts on permeability evolution in injection-production systems. Alteration of injection water chemistry, for example by dilution with fresh water, can greatly alter precipitation and dissolution effects, and can offer a powerful tool for operating hot dry rock and hot fractured rock reservoirs in a sustainable manner.

1. INTRODUCTION
A major concern in the development of hot dry rock (HDR) and hot fractured rock (HFR) reservoirs is achieving and maintaining adequate injectivity, while avoiding the development of preferential short-circuiting flow paths such as those caused by thermally-induced stress cracking. Past analyses of HDR and HFR reservoirs have tended to focus primarily on the coupling between hydrology (flow), heat transfer, and rock mechanics. Recent chemistry studies suggest that rock-fluid interactions and associated mineral dissolution and precipitation effects could have a major impact on the performance of HFR reservoirs (Jacquot, 2000; Durst, 2002; Bächler, 2003).

High ionic strength brines are expected in typical HDR and HFR systems, for which Pitzer’s ionic interaction theory (Pitzer and Mayorga, 1973; Pitzer, 1991) can be used to study ionic activity in electrolytes. Ionic strength $I$ is defined as

$$ I = \frac{1}{2} \sum_i c_i z_i^2 $$

where the summation is over all aqueous species, and $c_i$ and $z_i$ are concentration (mol/kg H$_2$O) and electrical charge of species I, respectively.

In this study, a Pitzer ionic interaction model was introduced into the publicly available reactive transport simulator TOUGHREACT. We explored chemically-induced effects of fluid circulation in HFR systems. We examine ways in which the chemical composition of reinjected waters can be modified to improve reservoir performance by maintaining or even enhancing injectivity. We performed coupled thermo-hydrologic-chemical simulations in which the fractured medium was represented by a one-dimensional MINC model (multiple interacting continua; Pruess and Narasimhan, 1985).

2. NUMERICAL MODELING APPROACH
2.1. Computer Code
A Pitzer ionic interaction model was introduced into the reactive geochemical transport simulator TOUGHREACT (after its release to the public through the US Department of Energy’s Energy Science and Technology Software Center (http://www.osti.gov/estsc/). Information on
TOUGHREACT is available on the web at http://www-esd.lbl.gov/TOUGHREACT. Physical and chemical process capabilities and solution techniques of TOUGHREACT have been discussed by Xu and Pruess (2001) and Xu et al. (2004b). The simulator can be applied to one-, two-, or three-dimensional porous and fractured media with physical and chemical heterogeneity, and can accommodate any number of chemical species present in liquid, gas and solid phases. A general form of rate law for kinetic mineral dissolution and precipitation is used. Temporal changes in porosity and permeability due to mineral dissolution and precipitation and clay swelling can modify fluid flow path characteristics. This feedback between flow and chemistry is considered in our model. The released version of TOUGHREACT uses an extended Debye-Hückel equation after Helgeson et al. (1981) for calculating activity coefficients of aqueous species, and details are given in Xu et al. (2004b). The Pitzer ionic interaction model is described below.

2.2. The Pitzer activity model

Pitzer’s ionic interaction theory (Pitzer and Mayorga, 1973; Pitzer, 1991) is often used to represent ionic activity in electrolytes. The ionic activity in electrolytes is determined by the excess free energy, mostly arising from the ionic interactions of binary ionic pairs and ternary ionic combinations in the solution. Virial equations are used to quantify the excess free energy, and then the ionic activity. Harvie and Weare (1980) and Harvie et al. (1984) developed an ion-interaction equilibrium model (HMW model) for the seawater system (Na-K-Mg-Ca-Cl-SO₄-H₂O) based on Pitzer’s ionic interaction theoretical model. This model is equivalent to Pitzer’s original model (Pitzer and Mayorga, 1973), but different in definition of interaction coefficients and mathematical expressions (Rard and Wijesinghe, 2003). The HMW model is practically convenient for numerical implementation. The HMW model was implemented in several computer codes: PHRPITZ (Plummer et al., 1988), UNSATCHEM-2D (Simunek and Suarez, 1994), GMIN (Felmy, 1995), and BIOCORE (Zhang et al., 2005). Pitzer’s original model was implemented in EQ3/6 (Wolery and Daveler, 1992; Wolery et al., 2004), but from input HMW model parameters (through internal conversion).

The model implemented in TOUGHREACT is the standard HMW model (Harvie et al., 1984) using the database of Wolery et al. (2004), with user-options for simplifications dealing with solutions at different level of ionic strength. The most simplified version is the Debye-Hückel model that does not account for any ionic interaction terms and generally is only applicable to solutions with ionic strength less than 1 M. It has already been used in the released version of TOUGHREACT (Xu and Pruess, 2001; Xu et al., 2004b).

The Pitzer activity model in TOUGHREACT accounts for interaction terms of cation-anion, cation-neutral, anion-neutral, cation-anion-anion, cation-cation-anion, neutral-cation-anion, neutral-cation-cation and neutral-anion-anion interaction terms. When dealing with reactive transport problems for a given solution with a pre-estimated ionic strength range, simplifications may be made for a significant saving of computational time without losing accuracy. It has been shown that with only binary (cation-anion, cation-neutral, anion-neutral) terms, the HMW model is applicable to solutions with ionic strength lower than 7 M (Zhang et al., 2005). All equations in the HMW model (Harvie et al., 1984) related to water activity, osmotic coefficient, activity coefficients of cations, anions, and neutral species are summarized in Zhang et al. (2005).

3. PROBLEM SETUP

3.1. Mineralogical Condition

We consider three different mineral assemblages (Table 1). The first represents strongly altered minerals from a highly fractured vein, and includes minerals from the original granite (mainly quartz) that are fully cemented by clays, carbonates, and secondary quartz veins. The second assemblage is composed of altered granite blocks partly cemented by alteration products that consist essentially of clay minerals and carbonates. The third is the unaltered granite in which the fracture density is close to zero. Mineral dissolution and precipitation are considered under kinetic constraints. A general kinetic rate expression is used in TOUGHREACT (Xu et al., 2004b). Kinetic parameters are taken from Xu and Pruess (2004).
Table 1. Initial mineralogical composition of the three zones used in the simulations. Data were taken from Jacquot (2000), Durst (2002), and Bächler (2003).

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Fractured vein Alteration</th>
<th>Altered granite</th>
<th>Unaltered granite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartz</td>
<td>43.9</td>
<td>4.09</td>
<td>24.2</td>
</tr>
<tr>
<td>K-feldspar</td>
<td>13.9</td>
<td>23.6</td>
<td></td>
</tr>
<tr>
<td>Plagioclase</td>
<td></td>
<td>42.5</td>
<td></td>
</tr>
<tr>
<td>Biotite</td>
<td></td>
<td>4.2</td>
<td></td>
</tr>
<tr>
<td>Hornblende</td>
<td></td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td>Chlorite</td>
<td>4.8</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Calcite</td>
<td>4.3</td>
<td>3.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Dolomite</td>
<td>0.7</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>Illite</td>
<td>40.2</td>
<td>24.6</td>
<td></td>
</tr>
<tr>
<td>Na-smectite</td>
<td>7.392</td>
<td>7.469</td>
<td></td>
</tr>
<tr>
<td>Ca-smectite</td>
<td>2.208</td>
<td>2.231</td>
<td></td>
</tr>
<tr>
<td>Pyrite</td>
<td>1</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>Galena</td>
<td>0.3</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>Non-reactive</td>
<td></td>
<td>36.81</td>
<td>0.1</td>
</tr>
</tbody>
</table>

3.2. Fluid flow conditions
A one-dimensional MINC (multiple interacting continua) model was used to represent the fractured rock (Figure 1). Subgrid 1 represents the fracture vein alteration, while subgrids 2 and 3 represent the altered and unaltered granite, respectively. The MINC method can resolve “global” flow and diffusion of chemicals in the fractured rock and its interaction with “local” exchange between fractures and matrix. Details on the MINC method for reactive geochemical transport are described by Xu and Pruess (2001).

Figure 1. Subgridding of a matrix in the “multiple interacting continua” (MINC) method. The figure represents a view of a rock matrix column that is bounded by fractures.

We used an idealized fractured porous medium with two perpendicular sets of planar, parallel fractures of equal aperture and spacing. Because of the assumed symmetry only one column of matrix blocks needs to be modeled. Our conceptual model considers a one-dimensional flow tube between injection and production well, which should be considered as a small sub-volume of a much more extensive 3-D reservoir. From the injection side to the production side, the model consists of 72 grid blocks representing 600 m distance. The block size gradually increases from 0.1 m at the injection side to 20 m at the production side.

Hydrological parameters used in the present simulations are listed in Table 2. Notice that some are different from those of Durst (2002) and Bächler (2003). For example, previous investigators used a permeability of $1 \times 10^{-11}$ m$^2$ and a porosity of 0.1 for the fractured vein. The objective of the present study is to explore methods for minimizing mineral scaling and clay swelling, mitigating injection water chemistry, and preserving or enhancing injectivity.

Even though we took some data from the European HDR site as a starting point, we attempted to use thermophysical conditions and parameters that could represent general geothermal reservoirs. Initial reservoir temperature and pressure were 200°C and 50 MPa, respectively. An over-pressure of 2 MPa was applied at the injection (left) side, and was held constant over time. Injected water temperature was taken as 65°C. Conductive heat exchange with the surrounding low-permeability rock is an important process, and is treated with a semi-analytical technique developed by Vinsome and Westerveld (1980). In the present simulations, chemical interactions in the unaltered granite zone were not considered. This does not significantly affect chemical changes in the fractured vein because of the extremely low permeability of the granite.

Table 2. Hydrogeologic and thermal parameters used for the three mineralogical zones (a density of 2650 kg.m$^{-3}$, a heat capacity of 1000 J.kg$^{-1}$K$^{-1}$, and an diffusivity of $1 \times 10^{-9}$ m$^2$.s$^{-1}$ were used for all three zones).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Fractured vein</th>
<th>Altered granite</th>
<th>Unaltered granite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume</td>
<td>10%</td>
<td>60%</td>
<td>30%</td>
</tr>
<tr>
<td>Permeability (m$^2$)</td>
<td>$2 \times 10^{-12}$</td>
<td>$2 \times 10^{-15}$</td>
<td>$2 \times 10^{-18}$</td>
</tr>
<tr>
<td>Porosity</td>
<td>0.2</td>
<td>0.1</td>
<td>0.02</td>
</tr>
<tr>
<td>Thermal conductivity (W.m$^{-1}$.K$^{-1}$)</td>
<td>2.9</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Tortuosity</td>
<td>0.3</td>
<td>0.1</td>
<td>0.05</td>
</tr>
</tbody>
</table>

3.3. Water chemistry
We started with a 165°C water sample taken from Soultz Well GPK1 at 3500 m depth (Table 3). Initial water chemical compositions for the fractured vein
and altered granite zones were obtained by equilibrating the sample water with their corresponding mineral compositions (Table 1) at a temperature of 200°C.

Two types of injection waters with different chemical compositions were considered in the present simulations, and were held constant over time. The first type corresponded to the native water in the fractured vein zone but with a lower temperature of 65°C, which should be close to the produced reservoir water without surface treatment (base case). The second injection water was obtained by diluting the native water by a factor of 2 (i.e., one unit of reservoir water was mixed with one unit of fresh water; mixing case).

Table 3. List of water chemical concentration (mol/l) of Soultz Well GPK1 sample (Durst, 2002). No measurements for Fe, Al, and Pb concentrations in the sample were reported, and small values were assumed for consistency because of the presence of minerals with these components.

<table>
<thead>
<tr>
<th>Chemical components</th>
<th>Soultz Well GPK1 at 3500 m depth (165°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ca</td>
<td>1.820×10⁻¹</td>
</tr>
<tr>
<td>Mg</td>
<td>4.610×10⁻³</td>
</tr>
<tr>
<td>Na</td>
<td>1.213</td>
</tr>
<tr>
<td>K</td>
<td>7.180×10⁻²</td>
</tr>
<tr>
<td>Fe</td>
<td>1.491×10⁻⁶</td>
</tr>
<tr>
<td>Cl</td>
<td>1.72</td>
</tr>
<tr>
<td>SiO₂(aq)</td>
<td>3.500×10⁻¹</td>
</tr>
<tr>
<td>HCO₃</td>
<td>7.500×10⁻⁹</td>
</tr>
<tr>
<td>SO₄</td>
<td>2.020×10⁻⁹</td>
</tr>
<tr>
<td>Al</td>
<td>5.656×10⁻⁹</td>
</tr>
<tr>
<td>Pb</td>
<td>1.000×10⁻¹²</td>
</tr>
<tr>
<td>pH</td>
<td>5.03</td>
</tr>
<tr>
<td>I (ionic strength)</td>
<td>1.8834</td>
</tr>
</tbody>
</table>

3.4. Simulation setup
A total of four simulations were performed using the two different types of injection waters mentioned above (base and mixing cases) for each activity model, Pitzer and Debye-Hückel (DH). The native reservoir water has an ionic strength (I) equal to 1.8834, the mixing case injection water has an I of 0.9417. The minimum ionic strength I_{min} (Eq. A.2 in Appendix A) to maintain clay density is dependent on the type of clays, type of salts dissolved in water, and temperature and pressure conditions. In the present simulations, we simply selected I_{min} = 1.5, which is slightly below the I of the native reservoir water. The maximum density reduction factor f_{max} is also a predetermined parameter. Experiments on compacted bentonite showed that density could be reduced due to swelling by 26% (JNC, 2003). Studies conducted by Newman (1987) and de Siqueira et al. (1999) indicated that the layer spacing in dry clays is about 9.8 Å. If one assumes that the diameter of a water molecule is 2.7 Å, clay hydrates containing one, two, and three molecular layers of water will have a spacing of around 12.5, 15.2 and 17.9 Å. In the reservoir, the clay may not be well contacted by the injected water and conditions could be different from the lab. We used a maximum density reduction factor f_{max} = 5%.

The Verma and Pruess porosity-permeability relationship (Appendix B) used requires two parameters, one is the “critical” porosity \( \phi_c \), and the other is \( n \), a power law exponent. In the present simulations, we used a \( \phi_c \) of 0.16 (80% of initial porosity of 0.2 for the fractured vein), and an \( n \) of 2. A \( \phi_c \) of 80% initial porosity is quite reasonable and may be conservative. Precipitation and dissolution of all minerals were modeled as kinetic processes.

4. RESULTS AND DISCUSSION

4.1. Base case
The 65°C injection water is under-saturated with respect to calcite because this water was in equilibrium with reservoir rock at 200°C. Significant calcite dissolves close to the injection side because calcite solubility decreases with temperature (Figure 2). As temperatures increase away from the injection point, calcite becomes over-saturated and precipitation occurs. Areas of calcite dissolution and precipitation move gradually away from the injection point due to changes in temperature along the flow path. A maximum of about 4% volume of calcite has been precipitated after three years. Dolomite also dissolves close to the injection side but later precipitates, and quartz precipitation occurs (no amorphous silica precipitation is observed for this range of temperatures). The amounts of dolomite and quartz precipitation are about one order of magnitude smaller than calcite. Some pyrite and galena precipitation, and very slight illite and smectite precipitation occur near the injection point. Notice that amounts of precipitation and the distribution depend on their precipitation kinetics.

Changes in porosity due to mineral dissolution and precipitation (mainly calcite) are presented in Figure 3. Porosity increases indicate that mineral dissolution is dominant, while porosity decreases when precipitation dominates. The dissolved ions from calcite dissolution close to the well are transported along the flow path, and then induce precipitation at further distance from the well. If we used a 1-D radial
model, calcite precipitation would spread over a much larger area than in the 1-D column model.

Figure 4 shows the time dependence of injection (flow) rate. The way in which flow gets reduced from precipitation reduces porosity towards the critical value (Appendix B). As flow rate decline, temperatures increase, causing additional calcite precipitation and further injectivity decrease. This is because calcite has retrograde solubility (is less soluble at higher temperatures), which makes this mineral prone to precipitation from reinjected waters as they are being heated in the reservoir.

Results obtained from the Pitzer and Debye-Hückel activity coefficient models are different, which can be clearly seen in Figures 2-4. In the Pitzer model, a minimum porosity due to calcite precipitation develops at 30 m from the well after three year of injection. The injection rate is close to zero (Figure 4). In actual field operation, the injection would stop before that.
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Figure 2. Changes of calcite abundance (given in reservoir volume fractions) obtained from the base case.
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Figure 3. Distribution of porosity obtained from the base.
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Figure 4. Injection rate (kg/s) over time of the fracture-matrix column with an area of 1 m² obtained from different simulations.
4.2. Mixing case
The mixing case injection water (with an I = 0.93315) causes the clay swelling that contributes a porosity decrease of about 0.01 along the entire flow path. Note that the extent of porosity decrease depends upon the minimum ionic strength $I_{\text{min}}$ and the maximum density reduction factor $f_{\text{max}}$ (Eq. A.2 in Appendix A).

For the Pitzer model, the mixing injection water is favorable for porosity development and maintaining injectivity. In contrast to the base case, the Debye-Hückel model results in a minimum porosity due to calcite precipitation at 20 m from the well after three years, and then an injection rate close to zero. Once again, we should note that if a 1-D radial model was used, calcite precipitates would spread over a larger area than in the 1-D column model, resulting in less porosity decreases.

4.3. Discussion
For the base case with an ionic strength (I) of 1.8834, the result of the Debye-Hückel model is quite different from that of the Pitzer model. As mentioned before the Debye-Hückel model does not account for any ionic interaction terms and generally is only applicable to solutions with I less than 1 M. Figure 6 shows the measured and calculated mean activity coefficients of NaCl. The mean coefficient $\gamma_{\text{NaCl}}$ is calculated as $\ln \gamma_{\text{NaCl}} = (\ln \gamma_{\text{Na}} + \ln \gamma_{\text{Cl}})/2$, where $\gamma_{\text{Na}}$ and $\gamma_{\text{Cl}}$ activity coefficients of Na$^+$ and Cl$^-$, respectively. For I > 1 M, the extended Debye-Hückel models deviates from the Pitzer model.

![Figure 5. Distribution of porosity obtained from the mixing case.](image)

![Figure 6. Mean activity coefficient of NaCl vs. ionic strength of NaCl solution. Measured data were taken from Colin et al. (1985)](image)

Calcite solubility ($\text{CaCO}_3 + \text{H}^+ = \text{Ca}^{2+} + \text{HCO}_3^-$) depends on ion activities according to

$$K = \gamma_{\text{Ca}^{2+}} \gamma_{\text{HCO}_3^-} / \gamma_{\text{H}^+} \gamma_{\text{Ca}^{2+}}$$

where $K$ is the solubility (equilibrium) constant, C is concentration of aqueous species (mol/kg H$_2$O). At high ionic strength and high temperature, activity coefficients of Ca$^{2+}$ calculated from the Pitzer model are much larger than from the Debye-Hückel. This means a lower Ca$^{2+}$ concentration is needed to maintain calcite equilibrium or calcite is less soluble. The effect of increased Ca$^{2+}$ activity coefficients on calcite solubility in this case is similar to the "salting out" effects for dissolution of non-condensible gases such as CO$_2$.

5. SUMMARY AND CONCLUSIONS
A total of four simulations have been performed using the produced reservoir and the mixing waters for each activity model, Pitzer and Debye-Hückel. For the case of directly using the produced reservoir water, the Pitzer model predicted more calcite precipitation and a precipitation peak is developed at
30 m from the well. The mixing water causes a porosity decrease close to 0.01 due to clay swelling along the entire flow path for both models. However, the Pitzer model results in less calcite precipitation than the Debye-Hückel, indicating that calcite is more soluble at one half of the ionic strength of the reservoir water. Overall, the effect of less calcite precipitation (over clay swelling) is dominant. The Pitzer model suggests that the mixing injection water is favorable for porosity development and maintaining injectivity. We should note that if a 1-D radial model was used, calcite precipitation would spread over a much larger area than for the 1-D column model, resulting in less porosity decreases.

The Debye-Hückel model deviates increasingly from the Pitzer one at elevated temperatures and at high ionic strength greater than 1 M. Because high temperature and high ionic strength water are encountered in geothermal reservoirs, the Pitzer model should be used.

Calcite has retrograde solubility (is less soluble at higher temperatures), which makes this mineral prone to precipitation from reinjected waters as they are being heated in the reservoir. Such precipitation will reduce porosity and may have major detrimental impacts on permeability. Most minerals are more soluble at higher temperatures, tending to dissolve as injected waters are being heated. Precipitation and dissolution effects depend sensitively on concentrations and activities of participating ionic species. Our simulations show that non-ideal activity effects can be significant even at modest ionic strength, and can have major impacts on permeability evolution in injection-production systems. Alteration of injection water chemistry, for example by dilution with fresh water, can greatly alter precipitation and dissolution effects, and can offer a powerful tool for operating hot dry rock and hot fractured rock reservoirs in a sustainable manner.

The reaction kinetics of mineral alteration and the relationship between porosity and permeability changes are uncertain. Sensitivity studies should be performed in the future. The well configuration and data for mineralogical composition in this study were taken from the European HDR research site, but the results and conclusions should be useful for other HFR reservoirs, because calcite is commonly present in geothermal systems.
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**APPENDIX A. CLAY SWELLING**

Swelling clays such as smectite and illite are layered minerals made up of negatively charged mica-like sheets, which are held together by charge-balancing interlayer cations such as Ca$^{2+}$, Mg$^{2+}$, or Na$^+$ (de Siqueira et al., 1999). These cations adsorb water molecules, and water films form on clay surfaces. An increase of solution ionic strength causes a reduction of the thickness of the bonded water film (shrinking).

When the clay is contacted by aqueous solutions of low ionic strength, the thickness will increase and clay will swell. Using smectite as an example, this process can be schematically formulated as

\[
\text{smectite} + n\text{H}_2\text{O} \rightarrow \text{smectite}^\ast (\text{H}_2\text{O})_n
\]  
(A.1)

where smectite$^\ast$ is the swelled bulk clay with bonded water films. As water activity increases when diluting a solution of high ionic strength, the reaction (A.1) would be driven to the right. This will result in a decrease in bulk density of the clay, and consequently a reduction in porosity and permeability. The detailed mechanism of clay swelling (shrinking) is very complex. In the present study, we use a simple approach calculating the bulk clay density by

\[
\rho = \rho_{\text{max}} \left[ 1 - f_{\text{max}} \frac{I_{\text{min}} - I}{I_{\text{min}}} \right] \quad I < I_{\text{min}}
\]

\[
\rho = \rho_{\text{max}} \quad I \geq I_{\text{min}}
\]  
(A.2)

where $\rho_{\text{max}}$ is the maximum clay density achieved when ionic strength $I$ exceeds a certain minimum value $I_{\text{min}}$, and $f_{\text{max}}$ is the maximum density reduction factor when $I = 0$. 

APPENDIX B. CHANGES OF PERMEABILITY

Temporal changes in porosity and permeability due to mineral dissolution and precipitation and clay swelling can modify fluid flow path characteristics. This feedback between flow and chemistry is considered in our model. Changes in porosity are calculated from changes in mineral volume fractions. Four different porosity-permeability relationships were coded in TOUGHREACT, including the Kozeny-Carman grain model and the Verma and Pruess model (1988). In the present work, we used a relationship of Verma and Pruess (1988), with a more sensitive coupling of permeability to porosity than the Kozeny-Carman relationship

\[ \frac{k}{k_0} = \left( \frac{\phi - \phi_c}{\phi_0 - \phi_c} \right)^n \]  

(B.1)

where \( \phi_c \) is the “critical” porosity at which permeability goes to zero, and \( n \) is a power law exponent. Eq. (B.1) is derived from a pore-body-and-throat model in which permeability can be reduced to zero with a finite (“critical”) porosity remaining. Parameters \( \phi_c \) and \( n \) are medium-dependent. The relationship of Verma and Pruess (1988) was found to better capture injectivity losses (Xu et al., 2004a).