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ABSTRACT

Deep borehole heat exchangers (DBHEs) present significant computational challenges due to their multi-scale geometry and long
operational timescales. We present a GPU-accelerated three-dimensional model that makes well array simulations
computationally tractable through an operator splitting strategy tailored to the problem's physics. The method separates vertical
diffusion (stabilized explicit Runge—Kutta—Chebyshev), horizontal diffusion (alternating direction implicit), and advection (semi-
Lagrangian), achieving near-unconditional stability with high efficiency. We validate against three published models using
different numerical approaches, showing excellent to good agreement. The vendor-agnostic Julia implementation enables full
three-dimensional simulation of multi-well arrays on a single GPU, opening new possibilities for systematic design optimization
and long-term performance assessment of geothermal well systems. The implementation is released as the open-source Julia
package GeothermalWells.jl.

1 INTRODUCTION

Deep borehole heat exchangers (DBHESs) offer a compelling approach to geothermal energy extraction by circulating a working fluid
through a closed-loop pipe-in-pipe system, eliminating the need for hydraulic fracturing and avoiding direct contact with formation fluids
[12]. This closed-loop design significantly reduces geological risk and eliminates induced seismicity concerns from fracking [10].

While single-well DBHE systems have been studied extensively, the thermal output of individual wells is often insufficient for large-scale
applications. Arrays of networked wells present a natural path toward scalability [5,21]: multiple boreholes can aggregate thermal power,
provide redundancy against individual well failures, and potentially achieve near-continuous capacity factors through coordinated
operation. However, designing and optimizing such arrays requires understanding the thermal interactions between wells over operational
timescales of years to decades. Limited research exists on DBHE arrays [12], with existing studies noting that sufficient borehole spacing
is needed to avoid thermal interference [4] and that computational costs have restricted systematic investigation of array configurations
[12]. The present work addresses this gap by developing a computational framework that makes full three-dimensional simulation of well
arrays tractable.

1.1 The Computational Challenge

Accurately modeling the thermal performance of deep coaxial borehole heat exchangers presents significant computational challenges.
The problem is inherently multi-scale: borehole diameters are on the order of centimeters, the lateral extent of the thermal influence zone
can reach a hundred meters, and boreholes extend to depths of several kilometers. Furthermore, realistic performance assessment requires
simulating operational timescales spanning years to decades, during which the thermal state of the surrounding rock evolves continuously
[12]. For well arrays, where multiple boreholes interact thermally over these extended periods, the computational demands increase
accordingly.

1.2 Existing Modeling Approaches

Existing numerical approaches for modeling deep coaxial borehole heat exchangers can be categorized into three main strategies, as
reviewed by Kolo et al. [12].

The first employs dual-continuum methods that couple a one-dimensional discretization of the borehole with a three-dimensional
representation of the surrounding formation. This approach is particularly attractive due to its computational efficiency, but it requires
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careful treatment of interface coupling conditions and cannot fully resolve the flow and heat transfer within the DBHE structure. Examples
include models by Cai et al. [5] and Brown et al. [3].

The second strategy reduces the problem to two dimensions by employing cylindrical axisymmetric discretizations in which the borehole
is coupled to the surrounding rock. While computationally efficient, this method cannot easily accommodate well arrays due to its inherent
symmetry assumptions. An example is the model by Li et al. [14].

The third approach employs full component discretization, encompassing both the DBHE and the surrounding rock formation in a unified
discretization that is either two- or three-dimensional. An example of a single three-dimensional well is the work by Hu et al. [10]. This
approach, using three dimensions, has previously been considered prohibitively expensive for long-term simulations of DBHE arrays [12].

1.3 Our Contribution

In this paper, we demonstrate that full three-dimensional discretization can be made computationally tractable, even for multi-year well
array simulations, through careful numerical design and GPU acceleration. We present a numerical model that solves the three-
dimensional advection-diffusion equation on a unified computational domain. The key innovation lies in an operator splitting strategy
specifically tailored to the physics and geometry of the problem, which separates the problem into subproblems, each treated with an
appropriate numerical method: vertical diffusion is treated with stabilized explicit Runge—Kutta methods, horizontal diffusion with the
alternating direction implicit (ADI) scheme, and advection with the semi-Lagrangian method. This combination achieves great numerical
stability while maintaining computational efficiency. The implementation leverages GPU acceleration through vendor-agnostic kernels
written in Julia [2], enabling portable high-performance execution across different hardware platforms. We validate our model against
existing published results, demonstrating good to excellent agreement.

This new approach enables systematic design space exploration, optimization studies, and assessment of long-term thermal interference
effects in multi-well configurations. The simulation framework is available as the open-source Julia package GeothermalWells.jl [23],
and all code to reproduce the results in this paper is available in an accompanying repository [22]. Multi-GPU parallelization is currently
under development and will enable faster simulations of even larger well arrays.

1.4 Paper Organization

The remainder of this paper is organized as follows. We begin by presenting the physical model in Section 2, including the governing
equation, geometry representation, boundary conditions, and modeling assumptions. Section 3 then describes our numerical approach:
spatial discretization, operator splitting strategy, and time integration schemes. In Section 4, we establish the model’s accuracy through
convergence studies and validation against published results. Section 5 demonstrates the method’s capabilities through simulations of well
arrays. We conclude with a discussion of potential future work in Section 6 and closing remarks in Section 7.

2 MODEL DESCRIPTION

We present a numerical model for simulating heat transfer in deep coaxial borehole heat exchangers. The model solves the advection-
diffusion equation on a three-dimensional domain encompassing both the borehole and surrounding rock formation.

2.1 Governing Equation
The temperature distribution T(x,y,z,t) evolves according to the advection-diffusion equation with spatially varying thermal properties:

aT V. (V) aT
P = P

where pc = pc(x,y,z) denotes the volumetric heat capacity, k = k(x,y, z) the thermal conductivity, and v, = v,(x,y, z) the vertical

fluid velocity. We adopt a coordinate system where z increases downward from the surface. The equation is adapted from [10], omitting

viscous dissipation and pressure work terms.

Diffusion occurs everywhere, with different volumetric heat capacities and thermal conductivities depending on the material (rock, grout,
pipe wall, working fluid). The advection term acts only within the borehole pipes. In the coaxial configuration, fluid descends through the
outer annulus with velocity v, and ascends through the inner pipe with velocity v,,.. Both velocities are assumed to be constant in
each section. Rather than solving the full fluid dynamics equations, we model only the temperature field, with the advection term
transporting heat at prescribed flow velocities.

2.2 Geometry and Material Representation

The computational domain includes both the borehole structure and the surrounding rock formation. We represent different materials
through spatially varying thermal properties on a Cartesian grid. Each grid point is assigned material-specific values of k and pc based on
its location: rock, grout, outer pipe wall, working fluid in the outer annulus, inner pipe wall, or working fluid in the inner pipe.

This material-map approach offers flexibility in modeling complex geometries, such as multiple boreholes or depth-dependent rock
properties (e.g., layered formations), by simply modifying the property assignments. However, it does not explicitly account for solid-
fluid interfaces.
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2.3 Boundary Conditions

At the outer boundaries of the computational domain, we impose homogeneous Neumann (no-flux) conditions for the diffusion, choosing
the domain large enough that temperature perturbations from the borehole do not interact significantly with the boundaries within the
simulation time.

At the borehole inlet (top of the outer annulus), the temperature is prescribed according to a Dirichlet boundary condition. This may take
the form of a constant temperature, a time-varying schedule, or a model that couples the outlet temperature to the inlet through a heat
exchanger.

At the borehole outlet (top of the inner pipe), a free outflow condition is applied: the advected temperature simply exits the domain.

At the borehole bottom, where the fluid transitions from the outer annulus to the inner pipe, we assume perfect mixing: we take the average
temperature in the x-y plane at the bottom of the annulus and advect this averaged value to the bottom of the inner pipe. We do not
explicitly model the U-turn pipe connection at the bottom, nor does the simulation track actual fluid flow.

2.4 Model Limitations

As with every mathematical model of a physical system, the present model involves several simplifications. For clarity, we summarize
the key modeling assumptions and limitations introduced in the preceding subsection:

e  Simplified fluid dynamics. Temperature is advected at prescribed constant velocities rather than solving fluid dynamics
equations.

e  Pure heat diffusion in rock. The model only accounts for heat diffusion in the surrounding rock formation, with no advective
heat transport.

e No explicit fluid-solid interface treatment. The material-map approach assigns thermal properties based on grid point location
but does not enforce any interface conditions.

e  Constant thermal properties. The model assumes temperature-independent properties, such as thermal conductivity, heat
capacity, or density.

®  Perfect mixing assumption at borehole bottom. The U-turn pipe section is not included in the computational domain.
Instead, the fluid transition from the outer annulus to the inner pipe is modeled by averaging temperatures in the x-y plane at
the bottom.

3 NUMERICAL METHODS

3.1 Spatial Discretization

The domain is discretized using a non-uniform Cartesian grid. The grid spacing is finest inside the borehole to accurately resolve its
geometry and progressively coarsens in the surrounding rock further away from the boreholes. Typical resolutions use 4x, 4y = 2.5 mm
within and closely around the borehole. In the vertical direction, a uniform spacing of 4z ~ 10 m—100 m is typically chosen, as vertical
gradients in the rock are much weaker than horizontal gradients near the borehole. Typical grid dimensions for a converged solution of a
single borehole are approximately Ny, Ny, ~ 150 and N, ~ 50.

This grid design results in fine horizontal grid spacing at the x- and y-coordinates of the borehole(s) throughout the entire lateral extent,
including regions of pure rock, as seen in Figure 1, showcasing the grid in the x-y plane for a 3 X 3 well array. While this introduces
some unnecessary resolution in the rock away from the borehole, maintaining the structured Cartesian topology is essential for
computational efficiency and the operator splitting ansatz. The uniform grid-line structure enables the use of highly efficient line-based
implicit solvers, particularly the ADI scheme described in Section 3.4.
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Figure 1: Left: Illustration of the computational grid in the x-y plane for a 3 x 3 well array. Right: Zoomed-in view of the bottom-
leftmost borehole, showing the fine grid spacing at the borehole.

3.2 Operator Splitting
The advection-diffusion equation is solved using operator splitting [19]. We split the right-hand side into three components:

1. Vertical diffusion: D,¢ = p—lca"—z (k ‘;—f)

2. Horizontal diffusion: Dy, ¢p = i [% (k %) + % (k %)]

3. Advection: A¢p = —Uz%

This splitting is motivated by the strongly anisotropic grid: the very fine horizontal resolution (4x, 4y ~ mm) would impose prohibitive
time-step constraints if treated explicitly, while the coarser vertical resolution (4z ~ m) permits explicit treatment for the diffusion without
imposing overly restrictive constraints.

The spatial derivatives in the diffusion term are approximated using second-order finite differences with variable coefficients on a non-
uniform grid [13].

3.3 Vertical Diffusion: Stabilized Explicit Runge—Kutta

The vertical diffusion operator D, is integrated using a stabilized explicit Runge—Kutta method, specifically the second-order Runge—
Kutta—Chebyshev scheme ROCK2 of [1]. Unlike standard explicit methods, ROCK methods are designed for parabolic problems and
feature an extended stability region along the negative real axis. This allows significantly larger time steps than those permitted by classical
explicit methods.

3.4 Horizontal Diffusion: Alternating Direction Implicit Method

The horizontal diffusion operator Dy, is integrated using the Alternating Direction Implicit (ADI) method [15]. ADI achieves
unconditional stability by treating the x- and y-directions implicitly in alternating half-steps as

At At
(1-Z2)e =(1+5D))0m
At At
(=)o =(1+72.)e
where D, and D,, denote the one-dimensional diffusion operators in the x- and y-directions, respectively, which both produce a simple
tridiagonal matrix structure after finite difference discretization.

Each half-step requires solving a set of independent tridiagonal systems, one along each line in the implicit direction (N, X N, systems
for the x-implicit step and N,, X N, for the y-implicit step), where each tridiagonal system is solved efficiently using the Thomas algorithm
in O(Nx /y) operations, where Ny, is the number of grid points along that direction [16].

The key advantage of the ADI method is that it decomposes a multi-dimensional implicit problem into a sequence of one-dimensional
problems that can be solved independently, efficiently, and in parallel. This dramatically reduces both computational cost and memory
requirements compared to a fully implicit method with direct solvers, which would require solving a coupled system of size N, X N;, X N,,.
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3.5 Advection: Semi-Lagrangian Method

The advection operator A transports the heat along the borehole pipes at the prescribed flow velocities, mimicking fluid flow. Standard
explicit upwind or central difference schemes would impose a Courant—Friedrichs—Lewy (CFL) condition [8] of At < Az/|v|, resulting
in At ~ 1s—10s, which is too restrictive for long-term simulations.

We instead employ a semi-Lagrangian method [18], which is unconditionally stable for advection. For each grid point in the pipe region,
the method traces backward along the fluid trajectory over one time step to find the departure point. The updated temperature is then

¢ (z) = 9" (2 — v,AL),

with v, constant within each pipe section. Since the departure point z; — v,At generally does not coincide with a grid point, we use linear
interpolation between the two neighboring grid points:

P (2 — v, 4t) = (1 — ) " (z1) + @ ™ (2pe41),

where z;, and z,,, are the grid points bracketing the departure point and « is the interpolation weight.

3.6 Putting Everything Together

Within each full time step At, typically on the order of 50 s — 150 s, the operators are applied using the following splitting strategy. First,
the vertical diffusion is integrated using the RKC method. Then, the horizontal diffusion and advection are handled together via the ADI
scheme, which consists of two half-steps with alternating implicit directions. Within each ADI half-step, the advection is applied between
the explicit diffusion update and the implicit solve.

1. Vertical diffusion for At (RKC method)
2.  First half-step (ADI + advection for At/2):
a.  Explicit y-diffusion (forward Euler)
b. Advection (semi-Lagrangian)
c. Implicit x-solve (Thomas algorithm)
3. Second half-step (ADI + advection for At/2):
a.  Explicit x-diffusion (forward Euler)
b. Advection (semi-Lagrangian)
c. Implicit y-solve (Thomas algorithm)

The placement of advection after the explicit diffusion step and before the implicit solve was determined empirically. While we lack a
complete theoretical justification for this ordering, it has proven robust across all tested configurations. One possible explanation is that
applying advection before an explicit Euler-like update can introduce large thermal gradients that destabilize the subsequent step, whereas
the implicit solve that follows can handle these gradients stably.

4 NUMERICAL EXPERIMENTS

We have implemented the numerical method described above as the Julia package GeothermalWells.jl [23]. The implementation uses
KernelAbstractions.jl [ 7] for vendor-agnostic kernels, enabling seamless execution across CPU and GPU architectures, including NVIDIA
and AMD GPUs. While CPU execution is prohibitively slow for the multi-year simulations typical of geothermal applications, it remains
invaluable for local debugging, testing, and prototyping. Time integration of the vertical diffusion operator is performed using the
stabilized explicit second-order Runge—Kutta—Chebyshev method ROCK2 from OrdinaryDiftfEq.jl [17], while the horizontal diffusion
(ADI) and advection (semi-Lagrangian) operators are implemented with custom kernels. Visualizations in this section are done using
Plots.jl [6].

All Julia source code to reproduce the numerical results presented in this work is available online [22].

In the following case studies, the parameters needed to reproduce the simulations are not explicitly stated in the text. They can be found
either in the cited literature or in the GitHub repository accompanying this paper [22]. Where parameters were not specified, we made
reasonable assumptions based on typical values reported in the geothermal literature.

4.1 Convergence Study

As our numerical method employs a non-standard operator splitting approach that treats vertical and horizontal diffusion separately, we
first study the accuracy and consistency of this scheme by performing temporal and spatial convergence studies.

To establish baseline accuracy, we restrict our convergence analysis to the pure diffusion case with constant diffusivity D, where an
analytical solution is available [9]. We employ the Gaussian diffusion as our test problem

x? +y? +zz>

= _3/2 —_
¢(x,y,z,t) = (4nDt) "3/ “exp ( ™)
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This solution describes heat diffusion from an initial point source in an infinite homogeneous medium. The computational domain for the
test is chosen sufficiently large to avoid boundary effects during the simulation time.

We initialize the solution at t = 1.0 and evolve it numerically to t = 2.0, comparing the computed solution against the analytical
expression.

4.1.1 Temporal Convergence

To assess the temporal accuracy of our method, we fix the spatial resolution and systematically refine the time step At. Figure 2 shows
the L, error as a function of At on a log-log scale.

The results demonstrate clear second-order convergence. This confirms that our operator-splitting approach, combining the second-order
RKC method and ADI, works correctly.
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Figure 2: Temporal convergence study for the three-dimensional Gaussian diffusion test case. The L, error decreases as At?,
confirming second-order accuracy in time for our operator splitting scheme (advection not included in this test).

4.1.2 Spatial Convergence

To verify spatial accuracy, we refine the grid resolution uniformly while now fixing the time step size. Figure 3 presents the L, error
versus the grid spacing Ax in each of the three spatial directions.

The spatial convergence study again confirms second-order accuracy, consistent with the second-order finite difference approximations
employed for spatial derivatives.
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Figure 3: Spatial convergence study for the three-dimensional Gaussian diffusion test case. The L, error decreases as Ax?,
demonstrating second-order accuracy in space (advection not included in this test).

These convergence studies, achieving second-order accuracy in both space and time for the diffusion operator, provide confidence in our
method’s reliability for the more complex geometries encountered in the subsequent case studies.
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4.2 Case Study 1: Comparison with Coupled 1D-2D Cylindrical Model

Li et al. [14] developed a coupled numerical model using cylindrical coordinates (r, z) for the surrounding rock and a one-dimensional
representation for the borehole, solved via finite difference methods in MATLAB.

We reproduce their setup and simulate the configuration for 120 days of operation. Figure 4 compares the radial temperature profiles in
the surrounding rock at depths of 500 m, 1000 m, 1500 m, and 2000 m. Our results show excellent agreement with those reported by Li
et al., validating our approach for capturing heat diffusion into the surrounding rock formation.

The agreement degrades noticeably when we vary the extracted temperature difference AT from the heat exchanger coupling the inlet
temperature to the outlet or simulate for durations other than 120 days. This sensitivity to operating conditions demonstrates that the good
agreement at 120 days does not result merely from an inert thermal response.
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Figure 4: Comparison of radial temperature profiles in the surrounding rock after 120 days of operation at depths of 500m,
1000m, 1500m, and 2000m. Our simulation (solid lines) shows excellent agreement with the results of Li et al. [14]
(diamonds).

The time taken for this 120-day simulation on a single NVIDIA H200 GPU was approximately 10 minutes.

4.3 Case Study 2: Comparison with Full 3D COMSOL Model

Hu et al. [10] employed a fully three-dimensional model implemented in COMSOL Multiphysics for simulating a single closed-loop
coaxial deep borehole heat exchanger. Their model solves the coupled fluid flow and heat transfer equations using a k-epsilon turbulence
model for the flow field and the Conjugate Heat Transfer module for thermal transport, with temperature-dependent thermodynamic
properties for both the working fluid and reservoir rock. These temperature-dependent properties were not included in our model, as time-
varying thermal conductivity and heat capacity introduced significant numerical instabilities. Additionally, our model does not resolve
any fluid dynamics explicitly (see Section 2.4).

We simulated the same configuration described in their paper for 25 years of continuous operation. Figure 5 compares temperature profiles
along the borehole depth in both the outer annulus and inner pipe at 1 year, 5 years, 10 years, and 25 years. Our results show good
agreement with Hu et al.’s model despite the differences in approach. The good agreement at the top of the inlet is expected as a constant
inlet temperature of 20°C is prescribed.
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Figure 5: Temperature profiles along borehole depth in the outer annulus (inlet) and inner pipe (outlet) after 1 year, 5 years, 10
years, and 25 years of operation. Qur simulation (blue dots) shows good agreement with the COMSOL results of Hu et al.
[10] (orange diamonds).

The time taken for this 25-year simulation on a single NVIDIA H200 GPU was approximately 12.9 hours.
4.4 Case Study 3: Comparison with Dual-Continuum OpenGeoSys Model

Brown et al. [4] employed OpenGeoSys [11], a finite element model that uses a dual-continuum approach, treating the deep borehole heat
exchanger as a one-dimensional discretized medium coupled to a three-dimensional representation of the surrounding rock.

We simulated the same configuration described in their paper for 20 years of continuous operation, examining both the temperature
evolution within the borehole and the thermal impact on the surrounding rock formation.

The temperature profile of the surrounding rock, as shown in Figure 6, matches closely with our simulation. There appears to be a

discrepancy only close to the borehole, where the temperature starts to decrease linearly, but this is most likely an artifact from the plotting
of the data in Brown et al., where a continuous line is drawn through individual data points.
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Figure 6: Radial temperature profiles in the surrounding rock at various depths after 20 years of operation. Qur simulation (solid

lines) matches the results of Brown et al. (diamonds) closely, with minor discrepancies near the borehole, which are most
likely plotting artifacts.

Figure 7 compares the temperature profiles along the borehole depth in both the outer annulus and inner pipe after 20 years of operation.
Here, our results show a visible discrepancy of about 1.5°C from the results obtained by Brown et al.
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Figure 7: Temperature profiles along borehole depth in the outer annulus and inner pipe after 20 years of operation. Our
simulation shows some discrepancies with the OpenGeoSys results obtained by Brown et al.

The time taken for this 20-year simulation on a single NVIDIA H200 GPU was approximately 8 hours.

5 SIMULATION OF WELL ARRAYS

The preceding validation studies established confidence in the numerical method for single-well configurations. However, the primary
motivation for developing this framework is to enable simulations of well arrays, where thermal interactions between boreholes become
important over long operational timescales. This section presents preliminary results demonstrating the feasibility and computational cost
of such simulations. A systematic study of array performance and thermal interference effects is left for future work.

5.1 Simulation Times

We examine the computational time required to simulate one year of operation for different well array configurations. The setup follows
that described in Section 4.2 varying only the number of boreholes. All simulations were performed on a single NVIDIA H200 GPU.
As described in Section 3.1, the grid uses fine spacing near each borehole and progressively coarsens toward the far-field. Each borehole
is resolved with identical fine grid spacing, ensuring consistent accuracy across all wells regardless of array size. For regular array
configurations, boreholes share the coarse far-field regions between them, so the horizontal degrees of freedom (N, X N,,) scale sub-
linearly with the number of wells (from approximately 33,000 per well for a single borehole to 23,000 per well for a 5 X 5 array).
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However, as shown in Figure 8, this does not directly translate to computational time. For the small 3 X 1 array, the time per well is
actually lower than for the single-well case, most likely attributable to the fixed overhead of GPU kernel launches being amortized over
more wells. For larger arrays, however, this efficiency gain reverses: the time per well increases roughly linearly with array size, likely
due to memory bandwidth saturation as the working dataset grows.
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Figure 8: Left: The time taken to simulate one year of operation for different well array sizes on a single NVIDIA H200 GPU. The
time per well increases with larger well arrays, likely due to memory bandwidth limitations. Right: The normalized time
per well (total time divided by number of wells) against the number of wells in the array. There seems to be a linear
relationship for larger arrays.

6 FUTURE WORK
Several directions for future work present themselves as natural extensions of this work:

o Investigate the role of the lack of explicit solid-fluid interface treatment and assess its impact on simulation accuracy.
e  Implement multi-GPU parallelization to enable faster simulations of larger well arrays.

e  Conduct systematic studies of well array performance, including thermal interference effects and optimal borehole spacing,
potentially driven by agentic LLM workflows [20].

e  Develop manufactured solutions for convergence tests using diffusion with variable coefficients together with advection.

e  Train surrogate models based on the full three-dimensional model for fast exploration of parameter spaces in well array
optimization studies.

7 CONCLUSION AND SUMMARY

We have developed a GPU-accelerated numerical method for the full three-dimensional simulation of deep coaxial borehole heat
exchangers and well arrays. The approach employs an operator splitting strategy tailored to the multi-scale geometry and anisotropic grid
structure of the problem, separating vertical diffusion (treated with stabilized explicit Runge—Kutta—Chebyshev methods), horizontal
diffusion (handled via the alternating direction implicit scheme), and advection (solved using the semi-Lagrangian method). This
combination achieves near-unconditional stability while maintaining computational efficiency.

We validated the operator splitting through convergence studies demonstrating second-order accuracy in both space and time for the pure
diffusion case. Comparisons with three published models employing fundamentally different numerical approaches (coupled 1D-2D
cylindrical, full 3D COMSOL, and dual-continuum finite element) show excellent to good agreement, establishing confidence in the
method’s reliability despite the simplified physical assumptions.

The vendor-agnostic implementation in Julia enables portable high-performance execution across different GPU architectures. Most
importantly, this approach makes previously intractable simulations feasible: multi-year simulations of well arrays can now be performed
on a single GPU, opening new possibilities for systematic design space exploration, optimization studies, and assessment of long-term
thermal interference effects in multi-well configurations. The simulation framework, released as the open-source package
GeothermalWells.jl [23] could provide a foundation for further development by the geothermal research community.
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