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Abstract

Analyses of wintertime surveys of the Gulf Stream (GS) conducted as part of the CLIVAR MOde water Dynamic Experiment (CLIMODE) reveal that water with negative potential vorticity (PV) is commonly found within the surface boundary layer (SBL) of the current. The lowest values of PV are found within the North Wall of the GS on the isopycnal layer occupied by Eighteen Degree Water, suggesting that processes within the GS may contribute to the formation of this low-PV water mass. In spite of large heat loss, the generation of negative PV was primarily attributable to cross-front advection of dense water over light by Ekman flow driven by winds with a down-front component. Beneath a critical depth, the SBL was stably stratified yet the PV remained negative due to the strong baroclinicity of the current, suggesting that the flow was symmetrically unstable. A large eddy simulation configured with forcing and flow parameters based on the observations confirms that the observed structure of the SBL is consistent with the dynamics of symmetric instability (SI) forced by wind and surface cooling. The simulation shows that both strong turbulence and vertical gradients in density, momentum, and tracers coexist in the SBL of symmetrically unstable fronts.

SI is a shear instability that draws its energy from geostrophic flows. A parameterization for the rate of kinetic energy (KE) extraction by SI applied to the observations suggests that SI could result in a net dissipation of 33 mW m\(^{-2}\) and 1 mW m\(^{-2}\) for surveys with strong and weak fronts, respectively. The surveys also showed signs of baroclinic instability (BCI) in the SBL,
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namely thermally-direct vertical circulations that advect biomass and PV. The vertical circulation was inferred using the omega equation and used to estimate the rate of release of available potential energy (APE) by BCI. The rate of APE release was found to be comparable in magnitude to the net dissipation associated with SI. This result points to an energy pathway where the GS’s reservoir of APE is drained by BCI, converted to KE, and then dissipated by SI and its secondary instabilities. Similar dynamics are likely to be found at other strong fronts forced by winds and/or cooling and could play an important role in the energy balance of the ocean circulation.
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### 1. Introduction

It has long been recognized that baroclinic instability plays an important role in the energetics of the Gulf Stream (GS) (e.g. Gill et al., 1974). The instability extracts available potential energy (APE) from the current converting it to kinetic energy (KE) on the mesoscale. Turbulence on the mesoscale is highly constrained by the Earth’s rotation and thus follows an inverse cascade, with KE being transferred away from the small scales where viscous dissipation can act (Ferrari and Wunsch, 2009). Thus the pathway along which the energy of the GS is ultimately lost cannot be direct through the action of the mesoscale alone. Submesoscale instabilities have been implicated as mediators in the dissipation of the KE of the circulation as they can drive a forward cascade (Capet et al., 2008; Molemaker et al., 2010). One submesoscale instability that could be at play in the GS and that has been shown to be effective at removing KE from geostrophic currents is symmetric instability (SI) (Taylor and Ferrari, 2010; Thomas and Taylor, 2010).

In the wintertime, the strong fronts associated with the GS experience atmospheric forcing that makes them susceptible to SI. A geostrophic current is symmetrically unstable when its Ertel potential vorticity (PV) takes the opposite sign of the Coriolis parameter as a consequence of its vertical shear and horizontal density gradient (Hoskins, 1974). The strongly baroclinic GS is thus preconditioned for SI. SI is a shear instability that extracts KE from geostrophic flows (Bennetts and Hoskins, 1979). Under destabilizing atmospheric forcing (i.e. forcing that tends to reduce the PV) the rate of KE extraction by SI depends on the wind-stress, cooling, and horizontal density
gradient (Taylor and Ferrari, 2010; Thomas and Taylor, 2010).

Preliminary analyses of observations from the eastern extension of the GS taken during the winter as part of the CLImvar MOde water Dynamic Experiment (CLIMODE, e.g. Marshall and Coauthors (2009)) suggest that SI was present (Joyce et al., 2009). In this article CLIMODE observations that sampled the GS in both the east and west will be analyzed to characterize the properties of SI in the current and its effects on the surface boundary layer. Particular emphasis will be placed on assessing the relative contributions of SI and baroclinic instability to the energy balance of the GS under strong wintertime forcing. Both the energetics and boundary layer dynamics that will be discussed are shaped by small-scale turbulent processes. While microstructure measurements were made as part of CLIMODE (e.g. Inoue et al., 2010), these processes were not explicitly measured during the surveys described here, therefore to study their properties a large eddy simulation (LES) configured with flow and forcing parameters based on the observations has been performed. Before presenting the analyses of the observations and LES an overview of the dynamics of wind and cooling forced SI will be given.

2. Dynamics of forced symmetric instability

2.1. Potential vorticity and overturning instabilities

A variety of instabilities can develop when the Ertel potential vorticity (PV), $q$, takes the opposite sign of the Coriolis parameter (Hoskins, 1974), i.e.

$$fq = f(f \hat{k} + \nabla \times \mathbf{u}) \cdot \nabla b < 0,$$

(1)

where $f$ is the Coriolis parameter, $\mathbf{u}$ is the velocity, and $b = -g \rho/\rho_o$ is the buoyancy ($g$ is the acceleration due to gravity and $\rho$ is the density). The instabilities that arise take different names depending on whether the vertical vorticity, stratification, or baroclinicity of the fluid is responsible for the low PV. For barotropic flows where $f \zeta_{abs} N^2 < 0$ ($\zeta_{abs} = f - u_y + v_x$) and $N^2 > 0$ the instabilities that arise are termed inertial or centrifugal. Gravitational instability occurs when $N^2 < 0$. In strongly baroclinic flows, the PV can take the opposite sign of $f$ even if $f \zeta_{abs} N^2 > 0$. This is illustrated by decomposing the PV into two terms

$$q = q_{vert} + q_{bc},$$

(2)

one associated with the vertical component of the absolute vorticity and the stratification

$$q_{vert} = \zeta_{abs} N^2,$$

(3)
the other attributable to the horizontal components of vorticity and buoyancy gradient

\[ q_{bc} = \left( \frac{\partial u}{\partial z} - \frac{\partial w}{\partial x} \right) \frac{\partial b}{\partial y} + \left( \frac{\partial w}{\partial y} - \frac{\partial v}{\partial z} \right) \frac{\partial b}{\partial x}. \]  

(4)

Throughout the rest of the paper we assume that the flows we are considering are to leading order in geostrophic balance. For a geostrophic flow, \( u_g \), it can be shown using the thermal wind relation that (4) reduces to

\[ q_{bc}^g = -f \left| \frac{\partial u_g}{\partial z} \right|^2 = -\frac{1}{f} |\nabla_h b|^2, \]  

(5)

so that \( f q_{bc}^g \) is a negative definite quantity, indicating that the baroclinicity of the fluid always reduces the PV. When \(|f q_{bc}^g| > f q_{vert}\), with \( f q_{vert} > 0 \), the instabilities that develop are termed symmetric instability (SI).

The instability criterion can equivalently be expressed in terms of the balanced Richardson number. Namely, the PV of a geostrophic flow is negative when its Richardson number

\[ Ri_B = \frac{N^2}{(\partial u_g/\partial z)^2} \geq \frac{f^2 N^2}{|\nabla_h b|^2} \]  

(6)

meets the following criterion

\[ Ri_B < \frac{f}{\zeta_g} \text{ if } f \zeta_g > 0 \]  

(7)

where \( \zeta_g = f + \nabla \times u_g \cdot \hat{k} \) is the vertical component of the absolute vorticity of the geostrophic flow (Haine and Marshall, 1998). In condition (7) we have excluded barotropic, centrifugal/inertial instability which arises when \( f \zeta_g < 0 \). If we introduce the following angle

\[ \phi_{Ri_B} = \tan^{-1} \left( -\frac{|\nabla_h b|^2}{f^2 N^2} \right), \]  

(8)

instability occurs when

\[ \phi_{Ri_B} < \phi_c \equiv \tan^{-1} \left( -\frac{\zeta_g}{f} \right). \]  

(9)

This angle is not only useful for determining when instabilities occur but it can also be used to distinguish between the various instabilities that can result. These instabilities can be differentiated by their sources of KE which vary with \( \phi_{Ri_B} \).
2.2. Energetics

The overturning instabilities that arise when $fq < 0$ derive their KE from a combination of shear production and the release of convective available potential energy (Haine and Marshall, 1998). The relative contributions of these energy sources to the KE budget differs for each instability. For a basic state with no flow and an unstable density gradient, pure gravitational instability is generated that gains KE through the buoyancy flux

$$\text{BFLUX} = u'u$$  \hspace{1cm} (10)$$

(the overline denotes a spatial average and primes the deviation from that average). With stable stratification, no vertical shear, and $f\zeta_g < 0$, centrifugal/inertial instability forms and extracts KE from the laterally-sheared geostrophic current at a rate given by

$$\text{LSP} = -\overline{u'v_s} \cdot \frac{\partial \overline{u}}{\partial s},$$

where $s$ is the horizontal coordinate perpendicular to the geostrophic flow and $v_s$ is the component of the velocity in that direction. For a geostrophic flow with only vertical shear, $N^2 > 0$, and $fq < 0$ SI develops and extracts KE from the geostrophic flow at a rate given by the geostrophic shear production

$$\text{GSP} = -\overline{u'w'} \cdot \frac{\partial \overline{u}}{\partial z},$$

(12)

For an arbitrary flow with $fq < 0$, depending on the strength and sign of the stratification and vertical vorticity, and the magnitude of the thermal wind shear the instabilities that result can gain KE through a combination of the buoyancy flux and shear production terms (11)-(12). A linear instability analysis applied to a simple basic state with $fq < 0$ described in the appendix illustrates that the partitioning between energy sources is a strong function of $\phi_{RiB}$ and $\phi_c$. As schematized in figure 1 and described below these two angles can thus be used to distinguish between the various modes of instability.

For unstable stratification ($N^2 < 0$) and $-180^\circ < \phi_{RiB} < -135^\circ$, gravitational instability develops, with $\text{BFLUX/GSP} \gg 1$, while for $-135^\circ < \phi_{RiB} < -90^\circ$, a hybrid gravitational/symmetric instability develops, where both the buoyancy flux and GSP contribute to its energetics.

For stable stratification and cyclonic vorticity (i.e. $\zeta_g/f > 1$) the instability that forms when

$$-90^\circ < \phi_{RiB} < \phi_c, \text{ with } \phi_c < -45^\circ$$

(13)
derives its energy primarily via GSP and thus can be characterized as SI. For $N^2 > 0$ and anticyclonic vorticity (i.e. $\zeta_g/f < 1$) both the LSP and GSP contribute to the energetics of the instabilities in varying degrees depending on $\phi_{Ri_B}$. Specifically, GSP/LSP $> 1$ and SI is the dominant mode of instability when

$$-90^\circ < \phi_{Ri_B} < -45^\circ, \text{ with } \phi_c > -45^\circ$$

(14)

When $-45^\circ < \phi_{Ri_B} < \phi_c$, a hybrid symmetric/centrifugal/inertial instability develops, where both the GSP and LSP contribute to its energetics.

In this sense, $\phi_{Ri_B}$ is analogous to the Turner angle which is used to differentiate between the gravitational instabilities: convection, diffusive convection, and salt fingering that can arise in a water column whose density is affected by both salinity and temperature (Ruddick, 1983). The parameter $\phi_{Ri_B}$ is also useful because it effectively remaps an infinite range of balanced Richardson numbers, $-\infty < Ri_B < \infty$, onto the finite interval $-180^\circ < \phi_{Ri_B} < 0^\circ$.

2.3. Finite amplitude symmetric instability

As with many instabilities that have reached finite amplitude, turbulence generated by SI eventually adjusts the background flow so as to push the system to a state of marginal stability (Thorpe and Rotunno, 1989). For SI this corresponds to a geostrophic flow with $q = 0$, a balanced Richardson number

$$Ri_{q=0} = \frac{f}{\zeta_g}$$

(15)

and non-zero stratification

$$N_{q=0}^2 = \frac{|\nabla_k b|^2}{f\zeta_g}.$$  

(16)

This is in contrast to finite-amplitude pure gravitational instability which sets the PV to zero by homogenizing density (Marshall and Schott, 1999). SI and its secondary instabilities drive the PV towards zero by mixing waters with oppositely signed PV together. SI in the SBL thus leads to a restratification of the mixed layer. It should be noted that the upper ocean can be restratified by baroclinic instability as well, but via a different mechanism: the release of available potential energy by eddy-driven overturning which can occur even if $f q > 0$ (Fox-Kemper et al., 2008).
In pushing the system to a state with $q = 0$, SI damps itself out (Taylor and Ferrari, 2009). SI can be sustained however if it is forced by winds or buoyancy fluxes that generate frictional or diabatic PV fluxes at the surface of the ocean that tend to drive $f q < 0$ and thus compensate for PV mixing by SI (Thomas, 2005; Taylor and Ferrari, 2010). Changes in PV are caused by convergences/divergences of a PV flux:

$$\frac{\partial q}{\partial t} = -\nabla \cdot J,$$

(17)

$$J = uq + \nabla b \times F - (f\hat{k} + \nabla \times u)D,$$

which has an advective component and two non-advective constituents arising from frictional or non-conservative forces, $F$, and diabatic processes, $D \equiv Db/Dt$ (Marshall and Nurser, 1992). Therefore in the upper ocean, the necessary condition for $fq$ to be reduced and forced SI (FSI) to be sustained is

$$f (J^z_F + J^z_D) |_{z=0} > 0,$$

(18)

where the vertical components of the frictional and diabatic PV fluxes are

$$J^z_F = \nabla b \times F$$

(19)

and

$$J^z_D = -\zeta_{abs} D.$$  

(20)

When (18) is met, PV is extracted from (injected into) the ocean in the Northern (Southern) Hemisphere thus pushing the PV in the surface boundary layer (SBL) towards the opposite sign of $f$. As shown in Thomas (2005), (18) can be related to the atmospheric forcing and horizontal density gradient. Specifically, FSI can occur if

$$\text{EBF} + B_o > 0$$

(21)

where $B_o$ is the surface buoyancy flux and $\text{EBF} = M_e \cdot \nabla b|_{z=0}$ is the Ekman buoyancy flux, ($M_e = \tau_w \times \hat{z}/\rho_0 f$ is the Ekman transport), the measure of the rate at which Ekman advection of buoyancy can re- or destratify the SBL (Thomas and Taylor, 2010). From thermal wind balance, $\text{EBF} = \rho_0^{-1}|\tau_w||\partial u_q/\partial z|_{z=0}|\cos \theta$, where $\theta$ is the angle between the wind vector and geostrophic shear. Therefore, in the absence of buoyancy fluxes, condition (21) is satisfied when the winds have a down-front component, i.e. $-90^\circ < \theta < 90^\circ$.  
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2.4. **Criteria for forced symmetric instability**

The sign of the combined Ekman and surface buoyancy fluxes in Eq. (21) is a necessary but not sufficient criteria for FSI. When Eq. (21) is met, the surface buoyancy is reduced, thereby destabilizing the water column. The stratification in the boundary layer is set by a competition between restratification by frontal circulations and mixing of the density profile by convection resulting from the surface forcing. The competition between restratification by FSI and surface forcing was studied in detail by Taylor and Ferrari (2010). They found that turbulence and stratification in the SBL could be described in terms of two distinct layers. Near the surface in a ‘convective layer’, \( z > -h \), the buoyancy flux is positive, convective plumes develop, and the density profile remains relatively unstratified. The convective layer can be shallower than the depth of the SBL, \( H \), which is defined as the depth where the bulk, balanced Richardson number equals one:

\[
R_i|_{z=-H} = \frac{H\Delta b}{(\Delta u_g)^2} \equiv 1, \quad (22)
\]

where \( \Delta \) refers to the change in the quantity from the surface to \( z = -H \). Below the convective layer, for \(-H < z < -h\), restratification by FSI wins the competition with the convective forcing, and the boundary layer restratifies.

The relative sizes of the convective layer depth, \( h \), and the SBL depth, \( H \), provide a measure of the importance of restratification by FSI. When \( h/H \approx 1 \), convection dominates and the SBL remains unstratified. On the other hand, when

\[
\frac{h}{H} \ll 1 \quad (23)
\]

FSI dominates over convection and wind-driven turbulence and is able to restratify a large fraction of the SBL. Taylor and Ferrari (2010) derived a scaling for the convective layer depth, \( h \), in terms of the surface forcing, SBL depth, and frontal strength:

\[
\frac{|\nabla b|}{f^2} (B_o + EBF)^{1/3} h^{4/3} = c \left( (B_o + EBF) \left( 1 - (1 + \alpha + \beta) \frac{h}{H} \right) \right), \quad (24)
\]

where \( c \approx 14 \) is an empirical scaling constant, and \( \alpha \) and \( \beta \) are entrainment coefficients. Since the entrainment coefficients result in a relatively small modification to the SBL depth, we will neglect them here. We have also neglected the effects of surface gravity waves and Langmuir cells, which could
play an important role in the turbulence of the SBL for conditions where the friction velocity \( u_* = \sqrt{|\tau_w|/\rho_o} \) is weaker than the Stokes drift (McWilliams et al., 1997).

In order to illustrate the role of frontal baroclinicity, it is useful to rewrite (24) in terms of the velocity scales associated with the surface forcing and thermal wind:

\[
\left( \frac{h}{H} \right)^4 - c^3 \left( 1 - \frac{h}{H} \right)^3 \left( \frac{w_*^3}{|\Delta u_g|^3} + \frac{u_*^2}{|\Delta u_g|^2} \cos \theta \right)^2 = 0, \tag{25}
\]

where \( w_* = (B_0 H)^{1/3} \) is the convective velocity and \( \Delta u_g = |\partial u_g/\partial z| H \) is the change in geostrophic velocity across the SBL, and \( \theta \) is the wind angle defined above. For strongly baroclinic flows, where \( \Delta u_g \gg u_* \) and \( \Delta u_g \gg w_* \),

\[
\frac{h}{H} \rightarrow c^{3/4} \left[ \frac{w_*^3}{|\Delta u_g|^3} + \left( \frac{u_*^2}{|\Delta u_g|^2} \right) \cos \theta \right]^{1/2} \ll 1, \tag{26}
\]

and restratification by FSI dominates convection. In general, given the surface forcing and frontal strength, Eq. (25) can be solved for \( h/H \).

The scaling expression in Eq. (25) provides a useful test for FSI based on observed conditions. First, by measuring the PV or the balanced Richardson number, \( Ri_B \), the SBL depth, \( H \), can be identified. Then, using the surface forcing and geostrophic shear, Eq. (25) can be used to predict whether FSI will be active, and the qualitative structure of the vertical density profile. If \( h/H \approx 1 \), FSI is not expected to be active, and the SBL should be unstratified. However, if \( h/H < 1 \), FSI is possible, and a stable stratification is expected to develop for \(-h < z < -H\). In Section 3 we will use the predicted convective layer depth, \( h \), and the observed density and velocity profiles to test for FSI in the GS.

3. Observational evidence of symmetric instability in the Gulf Stream

Diagnostics were performed on the high-resolution SeaSoar/ADCP observations collected as part of CLIMODE to probe for evidence of SI in the GS. The diagnostics entailed calculating the various instability criteria for SI, i.e. (13)-(14), (21), and (23). The analyses were performed on two surveys denoted as survey 2 and 3. Survey 2 was to the east near the location where flow detrains from the GS and enters the recirculation gyre and where the
GS front is relatively weak. Survey 3 was to the west where the GS front is strong and has a prominent warm core (Fig. 2).

Representative cross-stream sections of density and PV for the two surveys are shown in figure 3(c)-(d). The PV was calculated assuming that cross-front variations in velocity and density are large compared to along-front variations. On both sections there are regions where the PV was negative. To determine if the dominant mode of instability in these regions was SI, $\phi_{RiB}$ was calculated. The parameter $\phi_{RiB}$ is especially sensitive to the stratification since it involves calculating $N^2$, a quantity that can be quite large in the weakly stratified surface boundary layer. Thus to make as representative an estimate of $N^2$ as possible, ungridded profiles of density from the SeaSoar surveys were used to calculate the vertical density gradient at high-resolution. The gridded density fields were used to estimate $|\nabla_h b|^2$, which were then interpolated onto the cross-stream and vertical positions of the SeaSoar profiles to obtain high-resolution estimates of $\phi_{RiB}$. Values of $\phi_{RiB}$ that satisfy criteria (13)-(14) were isolated and their locations are highlighted in figure 3(e)-(f). The collocation of waters with $q < 0$ that satisfy criteria (13)-(14) on the sections indicates that the negative PV is associated with stable stratification, strong baroclinicity, and thus a symmetrically unstable flow.

As described in section 2.3, mixing of PV by SI increases the PV of the boundary layer and hence stabilizes the flow unless the current is driven by buoyancy loss and/or an EBF which induce PV fluxes that satisfy (18). Shipboard meteorology was used to calculate the net heat flux and EBF. Profiles of the EBF and heat loss are shown in figures 3 (a)-(b). The atmospheric forcing was much stronger on survey 3, with wind-stress values ranging from 0.2-0.9 N m$^{-2}$ and net heat fluxes of order 1000 W m$^{-2}$. The EBF was highly variable across survey 3, reflecting changes in the frontal structure. At the North Wall of the GS the EBF was more than an order of magnitude larger than surface heat flux, with a peak equivalent to 12000 W m$^{-2}$ of heat loss. Not surprisingly, under such strong destabilizing forcing the PV at the GS is negative down to over 100 m. While the forcing was weaker on survey 2, with a heat loss of a few hundred W m$^{-2}$ and an EBF that did not exceed 1000 W m$^{-2}$, regions of negative PV correspond to peaks in the EBF, suggesting a causal link between the forcing and the observed PV distribution.

Apart from destabilizing forcing and a flow with negative PV, the condition for FSI to be the dominant mode of instability is for the convective layer to be shallower than the surface boundary layer. To test this criterion, the
depths of both layers were estimated for each survey. The thickness of the surface boundary layer, $H$, was estimated using the bulk, balanced Richardson number criterion (22). The sum of the Ekman and surface buoyancy fluxes, the surface cross-front buoyancy gradient, and the surface boundary layer depth were used to estimate the convective layer depth, $h$, by solving (25). The depths of both layers are indicated in figure 3(e)-(f). On both surveys there are locations where $h$ is significantly smaller than $H$. These regions tend to coincide with fronts where $\phi_{Rib}$ falls in the SI range (13)-(14) and the sum of the Ekman and surface buoyancy fluxes is positive, and thus where all three criteria for SI are satisfied. While these observations are suggestive of SI, the evidence is still somewhat circumstantial because more definitive measures of SI and the turbulence that it generates (such as the turbulent dissipation rate e.g. D’Asaro et al. (2011)) were not collected on the surveys. To determine if the conditions observed in the GS were conducive for SI and to quantify the energy transfer associated with the instabilities that could have been present, a high resolution large eddy simulation (LES) was conducted with initial conditions and forcing representative of the observations.

4. Large eddy simulation of forced symmetric instability

The configuration of the LES, which is schematized in Figure 4, is meant to be an idealized representation of the flow and forcing along a subsection of survey 3, line 3. The initial stratification, lateral density gradient, and the surface forcing were based on averages of the observed fields from survey 3, line 3 collected between 0 and -15 km in the cross-stream direction (see the left hand panel of Figure 3). More specifically, the density field was initialized using a piecewise linear buoyancy frequency, shown in Figure 5, that captures key features of the observed stratification. The initial mixed layer depth is 73m and stratification, $N_0^2(z)$, increases rapidly with depth below the mixed layer before reaching a maximum buoyancy frequency squared of $6.5 \times 10^{-5} \text{s}^{-2}$ at a depth of 125m. In order to speed the development of frontal circulations, we initialized the cross-front buoyancy field with a sinusoidal perturbation:

$$b(x, z, t = 0) = \int N_0^2 dz + M^2 \left[ x + \frac{LX}{2\pi} \sin \left( \frac{2\pi x}{LX} \right) \right]. \quad (27)$$

Although the strength of the front is not uniform across the domain, periodic boundary conditions can still be used after subtracting the background
buoyancy gradient, $M^2$, from Eq. (27). The initial velocity field is in thermal wind balance with the buoyancy, so that $\partial v/\partial z = (\partial b/\partial x)/f$. A list of the forcing and flow parameters used in the simulation is given in Table 1.

The numerical method utilized in the LES is the same as in the three-dimensional simulations reported in Taylor and Ferrari (2010) and Thomas and Taylor (2010) with periodic boundary conditions in both horizontal directions. Flux boundary conditions were implemented on the upper boundary, while a sponge layer was placed at the bottom of the computational domain from $-200\text{m} < z < -175\text{m}$ which relaxes the velocity and density towards the initial condition and reduces reflections of internal gravity waves. It is important to note that the computational domain size in the along-front direction is not large enough to capture baroclinic instability in the mixed layer. Based on the analysis by Stone (1970) and the parameters used here, the horizontal wavelength associated with the smallest baroclinically unstable mode is approximately 2.5km, significantly larger than the along-front domain size of 500m.

A visualization of the temperature and horizontal velocity from the LES is shown in Figure 6 after 3 inertial periods. The temperature has been inferred from the LES density field by assuming a constant thermal expansion coefficient of $\alpha = 2.4 \times 10^{-4} \text{C}^{-1}$. At the time shown in Figure 6, the strength of the front remains inhomogeneous across the domain with a relatively weak temperature gradient near the center of the domain and an outcropping front appearing on the left side of the figure. The stronger frontal region is also associated with a large along-front velocity which is only slightly reduced from the initial maximum value of $\max |V_g|(t = 0) \approx 0.56 \text{m/s}$.

The criteria introduced in section 2.1 to identify regions with active SI can be tested using results from the LES. Since the LES has sufficient resolution to resolve turbulent overturns, $\text{Ri}_B$ is very noisy when calculated at the grid scale. Instead, the vertical and horizontal buoyancy gradients, $N^2$ and $M^2$ were smoothed over 200m in the horizontal directions before calculating $\text{Ri}_B$ and $\text{Ri}_B$. Figure 7(a) shows $\phi_{\text{Ri}_B}$ as a function of cross-stream distance and depth for the same time as shown in Figure 6. The depths of the convective and surface boundary layers (calculated with the same method used in the observational analysis) are also shown in the figure. Waters with unstable stratification and $\phi_{\text{Ri}_B} < -90^\circ$ tend to reside within the convective layer. There are also regions with stable stratification yet with flow that is unstable to SI ($-90^\circ < \phi_{\text{Ri}_B} < -45^\circ$). These are generally confined to depths where $-H < z < -h$. This tendency for symmetrically unstable flow to coincide
with regions where there is a significant gap between the convective and surface boundary layers is also seen in the observations (figure 3).

A more quantitative comparison between the observations and the LES can be made by comparing representative profiles of the balanced Richardson number. This was done by calculating cross-stream means of \( N^2 \) and \( |\nabla_b b| \), averaged along surfaces of constant \( z/H \), (denoted as \( \langle N^2 \rangle \) and \( \langle M^2 \rangle \), respectively) that were then used to compute a mean, balanced Richardson number, \( \langle Ri_B \rangle \equiv \langle N^2 \rangle f^2/\langle M^2 \rangle^2 \). Observations from survey 3, line 3 collected between cross-stream distances of -15 km and 0 km were used in the comparison since the initial conditions and forcing of the LES were based on this data. The temporal evolution of \( \langle Ri_B \rangle \) from the LES is illustrated in figure 8. Within three inertial periods and beneath the convective layer, the SBL transitions from being unstratified to stably stratified in spite of the destabilizing forcing, a consequence of the restratifying tendency of SI. In this relatively short period of time the profile of \( \langle Ri_B \rangle \) approximately reaches a steady state, with a vertical structure that resembles the observations given the scatter in the data. This suggests that the bulk properties of the SBL seen in the observations are consistent with a flow undergoing FSI.

An important consequence of SI is that energy is extracted from a balanced front, converted to three-dimensional turbulent kinetic energy (TKE), and ultimately molecular dissipation. In order to determine the relative importance of this source of TKE to the boundary layer turbulence, we can compare the geostrophic shear production (GSP) with other sources of TKE. Figure 9 shows several possible sources of TKE diagnosed from the LES. Near the surface, the wind stress generates TKE through the ageostrophic shear production (ASP) term where

\[
ASP = -\overline{uw} \cdot \left( \frac{\partial u}{\partial z} - \frac{\partial u_g}{\partial z} \right).
\]

(28)

The ASP is large near the surface where it is nearly balanced by the dissipation, while its vertically averaged contribution is small as argued by Taylor and Ferrari (2010). The two remaining terms which contribute to the vertically-integrated TKE production are the buoyancy flux, \( \overline{Bw} \), and the GSP. Positive values of the buoyancy flux indicate convective conditions, which in this case are caused by a combination of the unstable surface buoyancy flux, \( B_0 \), and the Ekman buoyancy flux (EBF). Although the buoyancy flux is a significant source of TKE due to the strong forcing conditions, the GSP is even larger, especially in the lower half of the low PV layer where it
dominates the TKE production. This implies that the extraction of frontal kinetic energy may be an important source of turbulence in the GS.

We can use these results from the LES to develop a parameterization for the GSP. To begin, we invoke the theoretical scaling of Taylor and Ferrari (2010) that the sum of the GSP and BFLUX is a linear function of depth:

\[ GSP + BFLUX \approx (EBF + B_o) \left( \frac{z + H}{H} \right) \cdot \]  

By writing an approximate expression for the buoyancy flux profile, we can use Eq. (29) to derive an expression for the GSP. Assuming that the buoyancy flux is a linear function of depth inside the convective layer, and zero below,

\[ BFLUX \approx \begin{cases} \frac{\nabla w'}{\rho g} \approx B_o (z + h)/h & z > -h \\ 0 & z < -h \end{cases}, \]

the GSP can be parameterized with the following expression

\[ GSP \approx \begin{cases} (EBF + B_o) \left( \frac{z + H}{H} \right) - B_o \left( \frac{z + h}{h} \right) & z > -h \\ (EBF + B_o) \left( \frac{z + H}{H} \right) & -H < z < -h \\ 0 & z < -H \end{cases}. \]

The parameterizations for the buoyancy flux, GSP, and their sum compare favorably to the LES results both in their vertical structure and amplitude (figure 9).

5. Sources and sinks of kinetic energy in the Gulf Stream

The submesoscale and mesoscale currents that make up the Gulf Stream gain KE primarily through the release of available potential energy. As described above, these baroclinic currents are potentially susceptible to SI which can act as a sink of KE. In this section we attempt to quantify these sinks and sources of KE using the observations.

5.1. Removal of kinetic energy from the Gulf Stream by symmetric instability

It is thought that western boundary currents such as the GS lose their KE primarily through bottom friction at the western boundary. The extraction of KE by SI in the surface boundary layer of western boundary currents is a break from this paradigm. We will estimate this KE sink by calculating the net dissipation associated with SI using the shipboard meteorology and
SeaSoar hydrography and the parameterization for the GSP (31). We will also characterize the conditions that result in high frontal dissipation.

Dissipation by SI will be particularly large at strong lateral density gradients forced by down-front winds where the EBF is large. Thus, a collocation of frontogenetic strain and an alignment of the winds with a frontal jet will conspire to give very large KE extraction by SI. A horizontal flow with frontogenetic strain results in an increase in the lateral buoyancy gradient at a rate given by the frontogenesis function:

\[
F_{\text{front}} \equiv 2Q \cdot \nabla h_b = \frac{D}{Dt} |\nabla h_b|^2
\]  

where

\[
Q = \left( -\frac{\partial u}{\partial x} \cdot \nabla h_b, -\frac{\partial u}{\partial y} \cdot \nabla h_b \right)
\]

is the so-called Q-vector (Hoskins, 1982). The frontogenesis function was evaluated on survey 3 using only the geostrophic component of the velocity in Eq. (33). The geostrophic velocity was inferred using density and velocity observations and constraining \( u_g \) to satisfy the thermal wind balance and to be horizontally non-divergent following the method of Rudnick (1996).\(^\text{1}\)

The near-surface distribution of \( F_{\text{front}} \) is shown in figure 10(a). Strong frontogenesis \( (F_{\text{front}} \sim 1 \times 10^{-17} \text{ s}^{-5}) \) occurs in the North Wall of the GS near the top of line 3 of the survey. To put this value in perspective, as fluid parcels transit the region of frontogenetic strain where \( F_{\text{front}} \sim 1 \times 10^{-17} \text{ s}^{-5} \), which is around 25 km wide, moving at \( \sim 1 \text{ m s}^{-1} \) (a speed representative of the GS in the North Wall) their horizontal buoyancy gradient would increase by \( 5 \times 10^{-7} \text{ s}^{-2} \).

Previous studies have found that frontogenesis also occurs on a smaller scale driven by wind-forced ageostrophic motions (Thomas and Lee, 2005; Taylor and Ferrari, 2010; Thomas and Taylor, 2010) and in the LES described above, the frontogenesis driven by SI rivals that associated with the geostrophic flow estimated from the observations. Frontogenetic circulation can be seen in the visualization shown in figure 6 as a convergent cross-front velocity at the surface near the region with the strongest temperature

\(^\text{1}\)The velocity and density fields used in the calculation were objectively mapped using the method of Le Traon (1990). Each field minus a quadratic fit was mapped at each depth using 5% noise and an anisotropic Gaussian covariance function with e-folding lengths of 20 and 10 km in the along- and cross-stream directions, respectively.
gradient. A cross-section of the frontogenesis function, evaluated from the LES is shown in Figure 10(b). Note that here, the full velocity has been used in evaluating the frontogenesis function instead of just the geostrophic component. The frontogenesis function is very large near the surface at the strongest front at $x \approx 1.5$km, indicating that the frontogenetic strain fields in the LES and observations are comparable in magnitude.

In addition to the intense frontogenesis inferred from the observations, the wind-stress is down-front and large in magnitude (e.g. 10(a)). Both of these conditions conspired to amplify the EBF at the North Wall, resulting in the peak value equivalent to 12000 W m$^{-2}$ of heat loss seen in figure 3(a). On the south wall of the warm core, the flow is also frontogenetic but the winds are up-front and are not conducive for driving SI. Upfront winds act to restratify the water column, increasing the PV, which tends to suppress SI and its associated extraction of KE. Therefore when averaged laterally over an area where the winds are both up and down front, SI will result in a net removal of KE from the frontal circulation.

The rate of KE removal by SI was estimated by averaging the parameterization for the GSP (31) over the area spanned by survey 3. As shown in figure 11, the average GSP peaks at the surface and decays with depth, extending to over 250 m, a depth set by the thick SBLs near the North Wall (e.g. figure 3(a)). Integrated over depth the average GSP (multiplied by density) amounts to 33 mW m$^{-2}$. The contribution to the GSP from wind-forcing alone is assessed by setting $B_o = 0$ in (31). Wind forcing results in a depth integrated GSP of 27 mW m$^{-2}$, suggesting that down-front winds are the dominant trigger for SI on this survey.

On survey 2, both the fronts and atmospheric forcing were weaker (e.g. figure 3), which would imply weaker SI and a reduced GSP. Indeed the parameterization for the GSP (31) averaged over survey 2 is over an order of magnitude smaller than that on survey 3 (compare figures 14 and 11). Integrated over depth, the net GSP is 1 mW m$^{-2}$, which is close to the value for wind-forcing alone, namely 0.9 mW m$^{-2}$.

5.2. Removal of available potential energy from the Gulf Stream by baroclinic instability

While SI can draw KE directly from the GS, the current also loses available potential energy (APE) to BCI. The GS’s APE loss translates to a KE gain for BCI at a rate given by the buoyancy flux

$$I = \overline{w^b T^y}$$  \hspace{1cm} (34)
where the overline denotes a lateral average over the area of the survey and primes the deviation from that average. We attempt to quantify this source of KE by calculating the the buoyancy flux following a method similar to that employed by Naveira Garabato et al. (2001) of using a vertical velocity field inferred by solving the omega equation

\[
f^2 \frac{\partial^2 w}{\partial z^2} + N^2 \nabla^2 w = 2\nabla \cdot Q_g,
\]

(35)

here written in its quasi-geostrophic form where \( \nabla^2 \) is the horizontal Laplacian and the subscript “g” indicates that the Q-vector in (35) is evaluated using the geostrophic velocity (Hoskins et al., 1978).

The omega equation was solved for survey 3 with \( w \) set to zero at the boundaries of the domain over which the computation was made. Setting \( w = 0 \) at the bottom of the domain is somewhat of an arbitrary constraint often used in studies of frontal vertical circulation that can affect the solution away from the boundaries (e.g. Pollard and Regier, 1992; Allen and Smeed, 1996; Rudnick, 1996; Thomas et al., 2010). Therefore, it is critical to push the bottom of the domain as far from the region of interest as possible so that the inferred \( w \) is not greatly affected by the boundary condition. Therefore the computational domain for the omega equation calculation was extended beneath the SeaSoar survey down to 1000 m. Deep CTD casts taken as part of CLIMODE were used to estimate \( N^2 \) beneath the SeaSoar survey, and the Q-vector was set to zero at these depths. The divergence of the Q-vector is largest in magnitude near the surface where frontogenesis is most intense. Thus setting \( Q_g = 0 \) at depths beneath the SeaSoar survey does not greatly affect the solution to (35) in the near-surface region of interest.

Plan view and cross-stream sections of \( w \) for survey 3 are shown in figures 12 and 13. As to be expected, in regions of frontogenesis the vertical circulation is thermally direct, with downwelling and upwelling on the dense and less dense sides of the front, respectively. The strong frontogenetic strain where line 3 intersects the Northern Wall of the GS results in a downdraft with a magnitude of over 100 m day\(^{-1}\) that extends through the ~300 m SBL to the north of the GS. This downdraft is coincident with the plume of low PV and high fluorescence evident in figures 3(c) and 13. Conversely, regions of upwelling correspond to areas of low fluorescence and high PV (e.g. near -10 km in the cross-stream direction). The correlation between the fluorescence, PV, and \( w \) suggests that three dimensional processes such as baroclinic instability play a key role in the vertical exchange of biomass.
and PV across the pycnocline. As described in Joyce et al. (2009), a similar correlation between low PV, enhanced fluorescence, and high oxygen was observed on survey 2.

Using the solution to the omega equation, the buoyancy flux (34) was estimated across the area spanned by survey 3 (e.g. figure 11). Above \( z \approx -200 \) m, \( \bar{w}'b'^{xy} \) is positive, implying that APE is being extracted from the GS over this range of depths. The buoyancy flux peaks near \( z \approx -50 \) m which is within the SBL (e.g. figure 3(a)). While the positive buoyancy flux is suggestive of BCI, other processes that drive a net thermally-direct circulation (such as large-scale frontogenetic strain) could have been present as well.

To determine whether the buoyancy flux estimated using the omega equation is consistent with the energetics of BCI, the buoyancy flux associated with BCI was inferred using the parameterization of Fox-Kemper et al. (2008)

\[
\bar{w}'_{BCI}\bar{b}'_{BCI}^x = C_e (\mathcal{H}^z)^2 |\nabla b^{xz}|^2 \mu(z)
\]  

(36)

where \( \overline{()}^z \) and \( \overline{()}^x \) indicates an average across the SBL and in the along-front direction, respectively, \( C_e \approx 0.06 \) is an empirically determined coefficient, and \( \mu(z) \) is a vertical structure function that goes to zero at the top and bottom of the SBL. The parameterization (36) captures the vertical mode of BCI confined to the SBL associated with submesoscale mixed layer eddies (MLEs) (Boccaletti et al., 2007; Fox-Kemper et al., 2008). Low vertical mode BCIs with a deeper extension could also contribute to the buoyancy flux but are not parameterized by (36).

The density field averaged in the along-stream direction was used to evaluate (36). The cross-stream average of \( \bar{w}'_{BCI}\bar{b}'_{BCI}^x \) has similar features to \( \bar{w}'b'^{xy} \) in the upper 200 m (figure 11). The zero crossing of the buoyancy flux assessed using the vertical velocities from the omega equation is close to the depth where \( \bar{w}'_{BCI}\bar{b}'_{BCI}^x \) averaged across the survey goes to zero. The two buoyancy fluxes have maxima near 50 m that are of similar strength. Given the potential errors that could arise in calculating the correlation between \( w \) and \( b \) over a survey that spans only a few submesoscale meanders of the GS, the agreement between the two estimates for the buoyancy flux suggests that the inferred APE release in the upper 200 m of the GS is qualitatively consistent with the energetics of baroclinic instability. When integrated over this depth range, the net buoyancy flux (multiplied by density) is estimated as 23 mW m\(^{-2}\) and 15 mW m\(^{-2}\) using (34) and (36), respectively. These values are smaller yet similar to the net GSP associated with SI.
On survey 2 an estimate of the APE release by BCI using the omega equation diagnostic could not be performed due to gaps in the velocity data and the relatively coarse along-front resolution of the survey. However, the buoyancy flux associated with BCI could be assessed using the parameterization (36). In spite of the deeper SBLs, owing to the weaker fronts of survey 2, $\frac{w_B}{\rho_{BCI}}$ is over an order of magnitude weaker than that estimated for survey 3 (figure 14). The parameterization suggests that the net APE release by BCI amounts to 1 mW m$^{-2}$, equivalent to the inferred net dissipation by SI on the survey. Therefore based on these observations we can conclude that under the strong wintertime forcing experienced on the surveys, SI plays a comparable role to BCI in the energetics of the GS.

6. Conclusions

High resolution hydrographic and velocity surveys of the Gulf Stream made during strong wintertime forcing evidence a symmetrically unstable current with negative PV caused by cooling and down-front winds. In spite of the large wintertime heat loss, a combination of frontogenetic strain associated with the geostrophic flow combined with down-front winds conspired to make the winds, through the Ekman advection of buoyancy, the dominant cause for decrease in PV. The lowest PV observed in the surveys is found on the EDW isopycnal layer where it outcrops at the North Wall of the GS under the maximum in the EBF.

These observations may shed light on the question as to why EDW forms on the isopycnal layer bounded by the 26.4 and 26.5 kg m$^{-3}$ density surfaces. The observations reveal that in the winter it is these density surfaces that outcrop in the North Wall of the GS where the horizontal density gradient of the open-ocean Northwest Atlantic is persistently strong (Belkin et al., 2009). Combined with a down-front wind, the outcrop of EDW isopycnal layer in the North Wall also coincides with a maximum in frictional PV removal which causes the PV to be preferentially reduced on this layer. This is indeed what is observed on survey 3. While frictional PV fluxes can locally dominate over diabatic PV fluxes along the fronts of the GS, PV budgets for the EDW isopycnal layer calculated using a coarse-resolution, data-assimilating numerical simulation suggest that when integrated over the entire outcrop area, heat loss rather than friction is the primary mechanism for the seasonal reduction of the volume integrated PV on the layer (Maze and Marshall, 2011). This does not necessarily imply that frontal processes are unimportant for EDW
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formation. Cooling dominates the PV budgets because it covers a larger outcrop area than wind-driven frictional PV fluxes. The large outcrop areas are to a large degree a reflection of the subsurface structure of the stratification and low PV anomalies that precondition the fluid for deep convective mixed layers. Thus processes that lead to the generation and subduction of water with anomalously low PV, such as those observed on the North Wall of the GS described here and in Thomas and Joyce (2010), can contribute indirectly to the formation of EDW and thus select the isopycnal layer on which it is found.

A large eddy simulation configured with flow and forcing parameters based on the observations reveals that the destabilizing winds and buoyancy loss generate a deepening SBL with negative PV yet with stable stratification across a large fraction of its thickness. The turbulence in this stratified layer derives its energy from both the buoyancy field and the geostrophic flow. In the LES the rate of KE extraction from the geostrophic flow by the turbulence scales with the EBF and surface buoyancy flux in agreement with a simple parameterization for SI. While PV is well mixed in the SBL, buoyancy, momentum, and tracers retained significant vertical structure in spite of strong turbulence with dissipation rates exceeding $1 \times 10^{-6}$ W kg$^{-1}$.

These results have important implications for the parameterization of turbulent mixing in the upper ocean. The traditional view is that turbulence near the sea surface is driven solely by atmospheric forcing (winds or buoyancy fluxes). Our analysis shows that turbulence can also be generated through frontal instabilities. In addition, current parameterizations take a one dimensional view where vertical mixing spans a boundary layer whose depth is commonly computed using a bulk Richardson number criterion (e.g. the KPP mixing scheme of Large et al. (1994) and the PWP model of Price et al. (1986)). The critical bulk Richardson number used to determine the boundary layer depth is typically less than one, i.e. lower than the threshold for SI. Consequently at a front undergoing SI these mixing schemes will under predict the depth of the boundary layer. A second, and perhaps more important problem is that many models based on bulk criteria either assume uniform water mass properties in the boundary layer, or assign a very large vertical diffusivity. However, in observations taken during CLIMODE and the LES, vertical gradients of buoyancy, momentum, and tracers persist in the symmetrically unstable boundary layer. Vertical mixing is not strong enough to maintain a homogeneous boundary layer in the face of restratification. As shown by Taylor and Ferrari (2011) this has important consequences
for the biology as well as the physics of the upper ocean, especially in the high latitudes where the strength of vertical mixing can determine the mean light exposure and hence growth rate of phytoplankton.

Apart from evidencing SI, the observational surveys of the GS show signs of baroclinic instability, namely thermally direct vertical circulations that release available potential energy and advect tracers such as biomass and PV. These signatures of baroclinic instability are strongest in the surface boundary layer and are characterized by submesoscale length scales, suggesting that the instabilities are a form of the mixed layer eddies (MLEs) modeled by Boccaletti et al. (2007) and Fox-Kemper et al. (2008). While baroclinic instability injects kinetic energy into the geostrophic flow, symmetric instability extracts KE, transferring it to small scales where it can be dissipated by friction (Thomas and Taylor, 2010). The observations suggest that the rates of KE removal and injection by the two instabilities averaged over the surface boundary layer are of the same order of magnitude. This result implies that SI can limit or prevent the inverse cascade of KE by MLEs and points to an energy pathway where the Gulf Stream’s reservoir of APE is drained by MLEs, converted to KE, then dissipated by SI and its secondary instabilities. It follows that this energy pathway would be preferentially opened during the winter, when strong atmospheric forcing both deepens the SBL, which allows for energetic MLEs to develop, and reduces the PV in frontal regions, triggering SI.

The depth-integrated dissipation associated with SI inferred from surveys 2 and 3 was 1 mW m$^{-2}$ and 33 mW m$^{-2}$, respectively. This range of net dissipation is similar to that observed in the abyss of the Southern Ocean, $\mathcal{O}(1) - \mathcal{O}(10)$ mW m$^{-2}$, which has been ascribed to the breaking of internal waves generated by geostrophic currents flowing over rough topography, a process thought to remove about 10% of the energy supplied by winds to the global circulation (Naveira Garabato et al., 2004; Nikurashin and Ferrari, 2010). In contrast to breaking of internal waves however, dissipation associated with SI in the SBL is likely to exhibit a seasonal cycle and thus averaged annually will result in weaker net dissipation values. Having said this, recent observations in the Kuroshio taken during late spring have revealed local net dissipation rates of $\sim 100$ mW m$^{-2}$ at a symmetrically unstable front driven by weak atmospheric forcing, with minimal buoyancy loss and wind-stress magnitudes of less than 0.2 N m$^{-2}$ (D’Asaro et al., 2011). The intense dissipation at the Kuroshio was attributable to the combination of an extremely sharp front and the down-front orientation of the wind which resulted in
an EBF large enough to explain the observed dissipation. Thus SI and the KE extraction it induces is not solely a wintertime phenomenon, however it is confined to frontal regions which are limited in area. The contribution of dissipation associated with SI to the removal of KE from the entire ocean circulation is a challenging number to constrain owing to the dependence of SI on submesoscale frontal features. However, the wintertime observations from the GS described here suggest that this contribution could be significant, and thus future studies should aim to quantify it.
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Appendix. Simple model for gravitational, inertial, and symmetric instability and their energy sources

The simplest model for studying the overturning instabilities that develop when $f q < 0$ consists of a background flow with spatially uniform gradients: $u_g = (M^2/f)z - [(F^2 - f^2)/f]y$, where $M^2/f$ is the thermal wind shear and $F^2/f = f - \partial u_g/\partial y$ is the absolute vorticity of the geostrophic flow, both of which are assumed to be constant. The stratification, $N^2$, is also spatially uniform and has a value such that the PV of the geostrophic flow, $q = (F^2 N^2 - M^4)/f$ takes the opposite sign of $f$. The governing equation for the overturning streamfunction of the instabilities (which are assumed to be invariant in the $x$-direction and of small amplitude so that their dynamics is linear) is

$$\frac{\partial^2}{\partial t^2} \left( \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) \psi + F^2 \frac{\partial^2 \psi}{\partial z^2} + 2M^2 \frac{\partial^2 \psi}{\partial y \partial z} + N^2 \frac{\partial^2 \psi}{\partial y^2} = 0$$  \hspace{1cm} (37)

where $\psi' = \partial \psi/\partial z$ and $\psi' = -\partial \psi/\partial y$ are the instabilities’ meridional and vertical velocities, respectively (Hoskins, 1974). If there are no boundaries, solutions of the form of plane waves $\psi = \Re \{ \Psi \exp[\sigma t + i(ly + mz)] \}$ can be sought, where $l, m$ are the components of the wavevector and $\sigma$ is the growth
rate. Substituting this ansatz into (37) yields an equation for the growth rate: $\sigma^2 = -N^2 \sin^2 \alpha - F^2 \cos^2 \alpha + M^2 \sin 2\alpha$, where $\alpha = -\tan^{-1}(l/m)$ is the angle that the velocity vector in the $y-z$ plane makes with the horizontal. Each mode, with angle $\alpha$ and vertical wavenumber $m$, has buoyancy and zonal velocity anomalies, $(b', u') = \Re \{(B, U) \exp[\sigma t + i(ly + mz)]\}$ with amplitudes

$$B = \frac{i m}{\sigma} (M^2 - N^2 \tan \alpha) \Psi \quad (38)$$

$$U = \frac{i m}{f \sigma} (F^2 - M^2 \tan \alpha) \Psi. \quad (39)$$

The modes that maximize or minimize the growth rate are characterized by velocity vectors with angles:

$$\alpha_{0,1} = \frac{1}{2} \tan^{-1} \left( \frac{2M^2}{N^2 - F^2} \right) + \frac{\pi}{2} n \quad n = 0, 1, \quad (40)$$

where $\alpha_{\text{max}} = \max(\alpha_0, \alpha_1)$ corresponds the angle of the fastest growing mode.

The information from this simple linear stability analysis can be used to estimate the relative strength of the energy sources (10)-(12) of the fastest growing overturning instabilities that develop when $f\alpha < 0$. Namely,

$$\frac{B\text{FLUX}}{GSP} \bigg|_{\alpha_{\text{max}}} \sim -\frac{u'b'}{w'u'(M^2/f)} \bigg|_{\alpha_{\text{max}}} = -\frac{(M^2 - N^2 \tan \alpha_{\text{max}})}{(F^2 - M^2 \tan \alpha_{\text{max}})} \left( \frac{f^2}{M^2} \right)$$

$$\frac{LSP}{GSP} \bigg|_{\alpha_{\text{max}}} \sim \frac{u''}{w''(M^2/f)} \bigg|_{\alpha_{\text{max}}} = \frac{(1 - F^2/f^2)}{\tan \alpha_{\text{max}}} \left( \frac{f^2}{M^2} \right). \quad (41)$$

The dependence of these ratios on $M^2$ and $N^2$ is shown in figure 15 for a background flow with anticyclonic vorticity and absolute vorticity $F^2/f = 0.4f$. As can be seen in the figure the ratios are highly dependent of the angle $\phi_{\text{RiB}}$. The buoyancy flux exceeds the geostrophic shear production only for $\phi_{\text{RiB}}$ less than $-135^\circ$. Thus below this angle the instability transitions to convection. For $-135^\circ < \phi_{\text{RiB}} < 90^\circ$ the instability gets its energy primarily from the vertical shear of the geostrophic flow and secondarily from the convective available potential energy. When the stratification is stable, i.e. $\phi_{\text{RiB}} > 90^\circ$, the buoyancy flux plays a minimal role in the energetics of the instabilities. This is because for these values of $\phi_{\text{RiB}}$ the fastest growing mode has flow that is nearly parallel to isopycnals and thus $B \approx 0$. For $-90^\circ <$
the instability gets its energy primarily from the vertical shear of the geostrophic flow and secondarily from its lateral shear. Above $\phi_{RB} = -45^\circ$, and for sufficiently strong anticyclonic vorticity, $LSP/GSP$ becomes larger than one, indicating a transition from symmetric to centrifugal/inertial instability. The boundaries marking the transitions between gravitational, symmetric, and inertial/centrifugal instability based on this linear stability analysis are schematized in figure 1.
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Figure 1: Schematic illustrating the relation between the angle $\phi_{RiB}$, (8), to the various overturning instabilities that arise when $f_q < 0$ and the vorticity is anticyclonic (left) and cyclonic (right). The dependence of $\phi_{RiB}$ on the baroclinicity and stratification is also indicated.
Figure 2: Satellite-based SST around the time when survey 2 (left) and survey 3 (right) were made (the ship track is in gray). The insets in each figure show the near surface temperature as measured during the hydrographic surveys contoured every 1°C. Line 2 of survey 2 corresponds to the middle section. Line 3 of survey 3 is the easternmost section.
Figure 3: Observational evidence of SI on survey 3, line 3 (left panels) and survey 2, line 2 (right panels). (a)-(b) The cross-front structure of the heat loss (red) and Ekman buoyancy flux, expressed in units of a heat flux (black). Positive values of the EBF and heat flux indicate conditions favorable for FSI. Cross-stream sections of density (gray contours) and PV (c)-(d) reveal regions where the PV was negative. As shown in (e)-(f) these regions tend to coincide with locations (denoted by the gold dots) where $-90^\circ < \phi_{Ri_B} < -45^\circ$ in regions of anticyclonic vorticity or $-90^\circ < \phi_{Ri_B} < \phi_c < -45^\circ$ in regions of cyclonic vorticity. They also lie in areas where the convective layer depth (cyan line) is less than the depth of the surface boundary layer (dark blue line) suggesting that the negative PV is associated with FSI.
Figure 4: Schematic of the LES configuration.
Figure 5: Initial profiles of (a) density and (b) buoyancy frequency for the large-eddy simulation described in Section 4.
Figure 6: Visualization of the temperature and horizontal velocity fields from the LES. In order to emphasize the regions with larger velocities, the volume visualization of both velocity components have been made transparent for $|u|, |v| < 2.5 \text{cm/s}$.
Figure 7: Cross-front section of $\phi_{H_b}$ from the LES. The color scheme is the same as that used in figure 1. The depths of the convective layer (black) and surface boundary layer (cyan) are also indicated.
Figure 8: The Richardson number of the balanced flow laterally-averaged along surfaces of constant $z/H$, $\langle \textit{Ri}_B \rangle$, from line 3, survey 3 for cross stream distances between -15 km and 0 km (red). Profiles of $\langle \textit{Ri}_B \rangle$ from the LES averaged between four time periods: $t = 0$ (black), $0 < t < 2\pi/f$ (blue solid), $2\pi/f < t < 4\pi/f$ (blue dashed), and $4\pi/f < t < 6\pi/f$ (blue dashed-dotted) and across the entire computational domain is shown for comparison.
Figure 9: TKE production terms from the LES (right panel), namely the geostrophic shear production (GSP, solid green), buoyancy flux (BFLUX, solid red), and their sum (solid black), along with the ageostrophic shear production (ASP, cyan) and minus the dissipation (magenta). Each term is averaged over the horizontal domain and for one inertial period. Parameterizations for the buoyancy flux (red dashed), the GSP (green dashed), and their sum (black dashed) based on Eqns. (29-31) are shown for comparison in the panel on the left which is an expanded view of the panel on the right. All quantities are in units of W kg$^{-1}$.
Figure 10: (a) The density (contours) and frontogenesis function (shades) at \( z = -44 \) m on survey 3. Vectors represent the wind-stress (for scaling, the maximum magnitude of the wind-stress is 0.94 N m\(^{-2}\) on the survey). The magenta line is the ship track. Line 3 is the easternmost line of the survey. (b) A cross-section of the density (contours) and frontogenesis function averaged over six hours (shades) from the LES. Since spatial gradients are very large on the scale of three-dimensional turbulence, the velocity and buoyancy gradients appearing in the frontogenesis function were each averaged across the along-front direction and smoothed in the along-front direction over a window of 250m.
Figure 11: An estimate for SI’s geostrophic shear production, e.g. (31), attributed to both wind-forcing and cooling (black) and wind-forcing alone (black dashed) for survey 3. Also shown is the buoyancy flux associated with baroclinic instability estimated using the omega equation diagnostic, $\overline{w'\theta' z}$, (gray) and the parameterization for BCI, (36), (gray dashed). All quantities have been averaged laterally over the survey.
Figure 12: The density and inferred vertical velocity at \( z = -44 \) m on survey 3 calculated using the quasigeostrophic omega equation.
Figure 13: The density (contours), inferred vertical velocity (left), and fluorescence (right) on line 3 of survey 3.
Figure 14: An estimate for SI’s geostrophic shear production, e.g. (31), attributed to both wind-forcing and cooling (black) and wind-forcing alone (black dashed) for survey 2. Also shown is the buoyancy flux associated with baroclinic instability estimated using the parameterization for BCI, (36), (gray dashed). All quantities have been averaged laterally over the survey.
Figure 15: Logarithm (base ten) of the ratio of the energy source terms for gravitational instability, SI, and inertial instability, i.e. (41) and (42), for the fastest growing mode that forms in a background flow with uniform vertical shear of strength $M^2/f$ and absolute vorticity $F^2/f = 0.4f$, and stratification $N^2$. In the plots the angle measured counterclockwise from the abscissa is $\phi_{Ri_B}$. Given the anticyclonic vorticity of the flow, the value of $\phi_{Ri_B}$ below which the PV turns negative is $\phi_c = -21.8^\circ$. 
<table>
<thead>
<tr>
<th>$(LX, LY, LZ)$</th>
<th>$(NX, NY, NZ)$</th>
<th>$M^2$</th>
<th>$Q_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4km, 500m, 200m)</td>
<td>(768,96,50)</td>
<td>$-1.3 \times 10^{-7}$s$^{-2}$</td>
<td>1254W/m$^2$</td>
</tr>
<tr>
<td>$B_0$</td>
<td>$\tau_x^w$</td>
<td>$\tau_y^w$</td>
<td>$EBF$</td>
</tr>
<tr>
<td>$5.3 \times 10^{-7}$m$^2$/s$^3$</td>
<td>$-0.20$N/m$^2$</td>
<td>$-0.48$N/m$^2$</td>
<td>$6.5 \times 10^{-7}$m$^2$/s$^3$</td>
</tr>
</tbody>
</table>