
On the basis of these results, it is likely
that there has been a significant human influ-
ence on the observed North American warm-
ing in the second half of the 20th century,
associated with increasing atmospheric con-
centrations of greenhouse gases and sulfate
aerosols. Over the 20th century, this influ-
ence is manifest not only in mean tempera-
ture changes but also in changes of the north-
south temperature gradient, the temperature
contrast between land and ocean, and reduc-
tion of the diurnal temperature range.
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Ice Core Evidence for Antarctic
Sea Ice Decline Since the 1950s
Mark A. J. Curran,1* Tas D. van Ommen,1 Vin I. Morgan,1
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The instrumental record of Antarctic sea ice in recent decades does not reveal
a clear signature of warming despite observational evidence from coastal
Antarctica. Here we report a significant correlation (P� 0.002) between meth-
anesulphonic acid (MSA) concentrations from a Law Dome ice core and 22 years
of satellite-derived sea ice extent (SIE) for the 80°E to 140°E sector. Applying
this instrumental calibration to longer term MSA data (1841 to 1995 A.D.)
suggests that there has been a 20% decline in SIE since about 1950. The decline
is not uniform, showing large cyclical variations, with periods of about 11 years,
that confuse trend detection over the relatively short satellite era.

Evidence from observations covering the past
�40 years indicates that parts of coastal Ant-
arctica are warming (1, 2), yet there has been
a lack of supporting evidence (2–5) from a
key warming indicator (6), namely sea ice.
This is primarily due to high regional vari-

ability in sea ice coverage (3) and the absence
of long-term observations. Antarctic sea ice
plays a vital role in climate control, ocean-
atmosphere heat exchange, ocean circulation,
and ecosystem support (7–10). Understand-
ing these important roles of sea ice requires
an awareness of the variability in sea ice
extent (SIE) and the time scales of change.

Little information is available on sea ice
trends beyond the last couple of decades, raising
several questions: How useful are recent trends
in assessing long-term variability? Is Antarctic
sea ice in decline? If so, is this decline an effect
of global warming? The advent of regular pas-
sive microwave information in 1973 has allowed
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insight into the extent and character of sea ice
surrounding Antarctica, but the lack of data be-
fore that time precludes a useful assessment of
long-term variability and trend in sea ice cover-
age and has led to a search for a useful sea ice
proxy. One such candidate is methanesulphonic
acid (MSA), a product of biological activity in
surface ocean water. MSA production is heavily
influenced by the presence of sea ice in the
Southern Ocean (11), and links between ice core
MSA records and SIE have been investigated
(12–14), but so far, none has produced a sea ice
proxy record.

Law Dome projects out into the Indian sector
of the Southern Ocean (Fig. 1), and at �66°S is
one of the most northerly parts of the entire
Antarctic coastline. Consequently, precipitation
on Law Dome is susceptible to marine influenc-
es and processes, and is sensitive to environmen-
tal signals and variability from this region of the
ocean. Although Law Dome is a coastal ice core
site with high accumulation, the high elevation,
low summer temperatures, and lack of katabatic
wind ensure good preservation of this ice core
record (15).

Analyses of ice cores from near Law Dome
summit have produced a seasonally resolved
MSA record covering the period 1841 to 1995
A.D. (supporting online text). At this site, MSA
concentrations peak in January, with essentially
zero levels through the winter period (16), so
we calculated austral summer-centered mean
annual concentrations for the 155-year record.
MSA is known to exhibit postdepositional
movement in ice core records, but because
MSA movement is limited at Law Dome (17),
annual or longer averages used in this study are
unaffected by this process.

A 22-year SIE record (1973 to 1994) was
obtained from mean monthly passive microwave
data compiled by Jacka (18). The SIE used in our
analysis was calculated as the mean ice edge
latitude (or extent) for August, September, and
October of each year (1973 to 1994), which we
define as SIEmax. Annual SIEmax was compared
with mean annual MSA concentration, centered
on the following summer.

The MSA record was compared with SIEmax

averaged from around the entire Antarctic con-
tinent and with individual sectors, with a view to
identifying a source region for MSA deposited at
Law Dome. Mean annual MSA concentrations
are found to be positively correlated with mean
annual Antarctic SIEmax (r � 0.48, P � 0.02,
n � 22), indicating that the Law Dome MSA
record captures 23% of the variance in interan-
nual SIEmax changes around the entire continent
between 1974 and 1995 (fig. S1).

Further comparisons between MSA and
SIEmax at each 10° sector around the entire
Antarctic coast (Fig. 2) show significant corre-
lations in the region surrounding Law Dome
(strongest at 100°E, r � 0.61, P � 0.002). The
region of significant correlation extends 30° to
either side of Law Dome, and a strong correla-

tion is found between the averaged SIEmax from
80°E to 140°E and MSA (r � 0.60, P � 0.002),
explaining 36% of the variance (Fig. 3, inset).
The eastern Ross Sea sector (200°E to 250°E) is
also found to be significantly correlated (r �
0.51, P � 0.005) as a result of autocorrelations
in SIE (Fig. 2), rather than transport of MSA
from this region to Law Dome. The correlation
for the 80°E to 140°E sector suggests that MSA
production, and subsequent deposition at Law
Dome, is related to SIE variations across this
region, and the strength of the correlation indi-
cates that the Law Dome MSA record can be
used as a sea ice proxy.

In the past, authors have investigated links
between Antarctic ice core and aerosol records
of biogenic sulfur compounds (MSA and bio-
genic sulphate) and various other climate
records, such as sea ice (14, 19), ocean chloro-
phyll (19), and El Nino–Southern Oscillation
(20). Although atmospheric sulphate has a num-
ber of sources, the exclusive source of MSA is
marine phytoplankton, through dimethylsul-
phide (DMS) oxidation (21). The link between
ice core MSA and sea ice distribution has been
proposed before (14), because MSA is an indi-
cator of biological activity, which in turn is
assumed to be influenced by sea ice and climate.
More specifically, MSA is an indicator of DMS
producers, which is a subset of the total phyto-
plankton population. The link between MSA and
sea ice is strengthened when the distribution of
these DMS-producing phytoplankton is consid-
ered; in the Southern Ocean region, DMS pro-
ducers are dominated by sea ice algae, the activ-
ity of which produces large quantities of DMS in
the sea ice zone after sea ice decay (supporting
online text). This results in the Southern Ocean
DMS flux being dominated by production from

the sea ice zone (11). Southern Ocean waters
seasonally covered by sea ice are a greater
source of DMS (hence MSA) than waters with-
out sea ice. Consistent with this, and with our
data, it is plausible that the greater the size of this
sea ice zone (extent) in a particular year, the
more MSA is produced in that year. The detailed
mechanism for this relation is expected to be
complex, and there are a number of factors com-
pounding why this relation may not hold in other
regions (supporting online text).

Coastal Antarctic sulfur aerosol studies
provide valuable uniformly sampled high-
resolution seasonal information (19), but these
records are too short to permit interannual com-
parisons with remotely sensed climate parame-
ters such as sea ice (19). In ice core studies, both
negative (12, 13) and positive (14) sea ice–MSA
relations have been found. Negative relations
have been reported from both the Arctic (12) and
the Antarctic Peninsula (13). These were due to
the dominance of highly localized MSA source
regions and a limited fraction of open ocean in
summer. The significant positive correlation pre-
sented here is supported by an MSA record from
a snow-pit study at Newall Glacier, on the west-
ern Ross Sea coast of Antarctica (14). A positive
relation was reported between a monthly time
series of sea ice area in the Ross Sea region and
an MSA time series (about six samples per year),
but the record covered only �20 years and no
conclusions regarding long-term sea ice trends
could be made. The Law Dome ice core extends
back more than 80,000 years, and further MSA
analysis may provide a high-resolution SIE
proxy record through the Holocene, as well as
information on glacial-interglacial changes, po-
tentially contributing to the debate surrounding
the seasonal extent of sea ice during the Last
Glacial Maximum (22).

The MSA record presented here extends
back to 1841 (Fig. 3) and shows considerable
decadal-scale variability, with a large de-
crease in MSA levels since the 1950s. The
annual MSA data are shown, and a 3-year
running mean is used to reduce interannual
noise. The observed MSA variability is inde-
pendent of other ions and changes in snow

Fig. 1. East Antarctica. The solid line indicates
mean annual SIEmax in 10° longitude incre-
ments (1973 to 1994). The dashed lines are
mean � SD. The heavier shaded region indi-
cates the area of maximum correlation with the
Law Dome MSA record.

Fig. 2. Correlation coefficients for SIEmax at
each longitude versus MSA versus SIEmax at
100°E (SIE autocorrelation), with the 95% and
99% confidence limits (n � 22 years). Solid
black line, MSA correlation; thin black line with
solid squares, SIEmax autocorrelation; dotted
line, 95%; dashed line, 99%.
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accumulation rate. Although increases in ac-
cumulation (and local temperature) are ob-
served for Law Dome between the 1950s and
the 1970s (23), this pattern is not sustained
through to the mid-1990s and cannot explain
the MSA changes observed.

The highly significant correlation between
the MSA record and SIE is illustrated in Fig.
3, with the overlaid SIEmax (1974 to 1995).
This agreement allows us to use the MSA
record as a proxy to reconstruct SIE, at least
in the 80°E to 140°E sector. The relation
appears linear for the calibration period (Fig.
3 inset), and a linear response is therefore
assumed to apply throughout the record. We
interpret variations in the MSA record as
changes in SIE in the 80°E to 140°E sector.

Variable-period, high-amplitude quasi-
decadal cycles are observed throughout the
record. However, in the latter part, when sea ice
decline sets in, the cycles become more regular,
with an 11-year period. In the available satellite
record, there is some evidence of these cycles,
although the record is too short to confirm
whether they are sustained. Early work by
Zwally et al. (24) alluded to the presence of
10-year cycles in sea ice area, although the
researchers came to no definitive conclusion
regarding persistent long-term cyclical varia-
tions. Later work identified cycles with a period
of up to 9 years from a fast-ice record at the
South Orkney Islands (24), which has been
linked to Weddell Sea–pack ice dynamics.
These cycles, which could be representative of
cycles in SIE in the Weddell Sea region (25),
mask detection of the long-term trend in the
short instrumental sea ice record.

In the 80°E to 140°E region of east Antarc-
tica, the southern boundary of the Antarctic Cir-
cumpolar Current (ACC) has been proposed as
the factor controlling the northern extent of both

sea ice and biological productivity (7). Variabil-
ity in the southern boundary of the ACC may
cause the cyclicity observed in our record, but
we cannot discount that solar forcing may have a
role in the overall control.

A 20-year running mean of the MSA record
indicates little overall change between 1841 and
about 1950, followed by a steadily declining
trend (Fig. 3). We used the linear calibration
obtained from the sea ice instrumental data to
calculate an inferred change in SIE since the
1950s from 59.3°S to 60.8°S. This change of
1.5° corresponds to a 20% decrease in SIE. This
decline is in general agreement with the trend
suggested by SIE reconstructions from histori-
cal whaling records by de la Mare (26) and
reports compiled from early Antarctic voyages
(27). The de la Mare study determined the
position of the ice edge between October and
April of each year and suggested a 25% de-
crease in SIE between the 1950s and the 1970s
(26). Although the quality of the de la Mare
data has been challenged (28), it remains the
only attempt to quantify changes in SIE before
satellite data. The confounding effect of the
decadal cycles identified here makes a rea-
sonable assessment of the trend over only 2
decades very difficult. For example, if the
maximum value of the cycle in the MSA
record for the 1950s (Fig. 3) is compared with
the minimum value during the 1970s, a de-
crease in SIE of 2.1° (or a 25% change) is
obtained, which agrees with the magnitude of
the de la Mare (26) findings. The average
change, however, is closer to a 12% decrease
in SIE between the 1950s and 1970s (20%
between the 1950s and 1990s), calculated
with our linear technique.

Evidence of sea ice decline is also reported
from studies of penguin populations. Adélie pen-
guin populations were shown to be inversely

related to winter SIE at Ross Island (9), and
the populations have been increasing over
the past �40 years. Emperor penguin popu-
lations at Dumont d’Urville exhibit a posi-
tive relation with SIE, and populations have
been decreasing over the past 50 years (10).

Sea ice decline is also supported by the
small number of Antarctic climate records
that extend back to the 1950s, showing a
general increase in coastal Antarctic air tem-
peratures (2) and a freshening of, and tem-
perature increase in, surface ocean waters (1).
Modeling studies, based on sea surface tem-
perature anomalies over the past 100 years,
suggest annual mean SIE has decreased be-
tween 0.7° and 1.2° of latitude (6).

The key to the issue of determining sea ice
decline is that the length of the record must
be considerably longer than the period of the
superimposed variability. The reports sug-
gesting that Antarctic sea ice is not in decline,
and perhaps has even increased in recent
years (3–5), are based on relatively short
satellite records. Misinterpretation can occur
when these results are extrapolated and inter-
preted in terms of an overall trend in climate
change, particularly as an indicator of hu-
man-induced climate change. For the most
part, these reports (3–5) are consistent with
our data: that SIE has increased, or has not
changed significantly, between the late
1970s–early 1980s and the mid-1990s (Fig.
3). However, the full MSA record shows that
this “apparent” increase is due to the cyclicity
within the record. The longer record reveals
the underlying long-term decreasing trend.

Although this decreasing trend in SIE is
clearly seen in the 80°E to 140°E sector present-
ed here, it is more difficult to distinguish this
trend in total Antarctic SIE, which is ultimately
more valuable to global climate studies. The
natural temporal variability (Fig. 3), combined
with regional smoothing effects due to cir-
cumpolar propagating and quasi-stationary
waves (29, 30), masks detection of the trend in
total Antarctic SIE for the short satellite era.
Despite this masking, Law Dome MSA remains
significantly correlated (P � 0.02), with total
Antarctic SIE (supporting online text). Because
our result is from a single ice core record, other
MSA records (both aerosol and ice core) are
required to validate this proxy for other sites and
ideally to provide records that capture greater
variance of the overall Antarctic sea ice variabil-
ity. Nonetheless, the trend in the sea ice proxy
presented here—combined with supporting evi-
dence from whaling records, penguin records,
reports from early voyages, records of tempera-
ture changes, and climate models—strongly sug-
gest that the total SIE around Antarctica has been
in decline since the 1950s.
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Early Allelic Selection in Maize as
Revealed by Ancient DNA

Viviane Jaenicke-Després,1 Ed S. Buckler,2 Bruce D. Smith,3

M. Thomas P. Gilbert,4 Alan Cooper,4 John Doebley,5

Svante Pääbo1*

Maizewas domesticated from teosinte, awild grass, by�6300 years ago inMexico.
After initial domestication, early farmers continued to select for advantageous
morphological and biochemical traits in this important crop. However, the timing
and sequence of character selection are, thus far, known only for morphological
features discernible in corn cobs. We have analyzed three genes involved in the
control of plant architecture, storage protein synthesis, and starch production from
archaeological maize samples from Mexico and the southwestern United States.
The results reveal that the alleles typical of contemporary maize were present in
Mexican maize by 4400 years ago. However, as recently as 2000 years ago, allelic
selection at one of the genes may not yet have been complete.

The wild grass, teosinte (Zea mays ssp. parvi-
glumis), from which maize (Zea mays ssp. mays)
was domesticated, is endemic to southern and
western Mexico (1). The earliest undisputed ar-
chaeological evidence of domesticated maize is
6250 years old (2). However, recent molecular
data suggest that domestication could have be-
gun as early as 9000 years ago and that the
Balsas River Valley in southern Mexico is the
likely geographical origin of domestication (3).
The early history of character selection in maize
is documented in the archaeological record by
morphological features discernible in cobs. For
example, an increase in the number of rows of

kernels and a reduction in glume size have been
noted in early maize cobs (4). By 5500 years
ago, kernel size had also increased (5). However,
nothing is currently known about when charac-
ters not observable from the morphology of
cobs, such as plant architecture and starch prop-
erties, were selected by early farmers.

Recently, a number of genetic loci as-
sociated with phenotypic differences be-
tween maize and teosinte have been iden-
tified (6–9), and three genes involved in
such differences have been cloned and rel-
atively well characterized in function (7, 9,
10). In each of these genes, the allelic
diversity in maize compared with teosinte
has been shown to be reduced, presumably
as a result of selection by early farmers.
The first gene, teosinte branched 1 (tb1),
carries a maize variant that represses the
growth in axillary meristems, leading to the
unbranched plant architecture typical of
maize. It also contributes to the presence of
female cobs on the primary branches in
maize rather than male tassels as in teosinte
(11, 12). The second gene encodes the pro-
lamin box binding factor (pbf), which is
involved in the control of expression of

seed storage proteins in the kernel (13–15),
whereas the third gene, sugary 1 (su1),
encodes a starch debranching enzyme ex-
pressed in kernels (16 ). Together with
branching enzymes, this enzyme deter-
mines the structure of amylopectin (16,
17 ). The chain length of amylopectin, as
well as the ratio of amylose to amylopectin,
is important for the gelatinization proper-
ties of starch (9) and, thus, affects the
textural properties of tortillas (18, 19).

Because DNA in archaeological remains
is generally degraded to small sizes (20), we
identified fragments in each gene that are
short enough to allow amplification from an-
cient corn cobs yet distinguish between the
spectrum of gene variants (alleles) found in
present-day maize and teosinte (10). For tb1,
the allelic variation in contemporary maize
and teosinte is well described (10). This al-
lowed us to choose a fragment of 56 base
pairs (bp) for which maize carries a single
allele, Tb1-M1; this allele has a frequency of
36% in teosinte, where a total of six addition-
al alleles exist. In order to characterize the
contemporary variation in pbf and su1, we
sequenced a longer segment of each gene in
66 maize landraces from South, Middle, and
North America as well as 23 teosinte parvi-
glumis lines (10). The estimated number of
alleles segregating in maize is reduced about
threefold at pbf and su1 in comparison to
teosinte (fig. S1, B and C). At pbf, we select-
ed a 25-bp fragment in which the alleles
Pbf-M1 and Pbf-M2 are carried in 97% and
3% of maize, whereas the same alleles are
carried in 17% and 83% of teosinte, respec-
tively (Fig. 1). At su1, we selected a 60-bp
fragment in which two major alleles, Su1-M1
and Su1-M2, are carried in maize at a fre-
quency of 30 and 62%, respectively, whereas
they both are carried in teosinte at a frequen-
cy of about 7% (Fig. 1; table S2) (10).

We investigated five maize cobs from the
Ocampo Caves in northeastern Mexico (Fig.
2) and six cobs from Tularosa Cave in the
Mogollon highlands in New Mexico (10).
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