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Abstract 
The objective of this research is to explore the available options for monitoring a formation undergoing 

CO2 injection.  Rock physics models are used to determine the time-lapse changes in relevant physical 

properties (acoustic, electrical, etc.) for a variety of rock types at the pore scale.  These rock physics 

models are used in a synthetic formation model to estimate field or measurement scale changes.  Results 

from different settings are compared to suggest optimum monitoring techniques for monitoring geologic 

sequestration in brine aquifers and depleted oil and gas fields.  Also examined are the potential uses of 

each technique for monitoring CO2 migration, seal integrity, and mass balance.  Seismic, 

electromagnetic, gravitational, and geodetic methods are the four broad types of subsurface geophysical 

monitoring examined.  Two examples are used to illustrate the usefulness of this modeling approach:  

time-lapse seismic at Sleipner and deformation at Elk Hills. 
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1.  Introduction 
 

                       
Figure 1.1—Schematic of CO2 injection showing reservoir characteristics, injection 
geometry, and monitoring options. 

 

1.1 Geologic Sequestration   

CO2 Sequestration is the process of capturing, separating, transporting, and storing waste CO2.  The 

motivation behind this process is that CO2 is a greenhouse gas which is contributing to global climate 

change.  By keeping the waste gas from escaping to the atmosphere, it is hoped that this greenhouse 

effect can be mitigated.  Of the three principal types of sequestration being considered, namely geologic, 

oceanic, and terrestrial, geologic sequestration seems to offer the most feasible solution in the short 

term.  While reforestation takes time and oceanic injection is meeting resistance from environmental 

groups, subsurface CO2 injection, though not a new concept, has the potential to provide near term 

economic benefits.   

For decades the petroleum industry has used CO2 for enhanced oil recovery (EOR) as a 

secondary recovery technique, injecting CO2 to increase oil production, sometimes dramatically.  In 

1998 an average of 0.76 million barrels per day were produced in the U.S. through EOR, or 12% of the 

total produced, about 23% of that using CO2 (Mortis, 1998).  This process has been limited primarily by 

the availability of CO2 and has been confined mostly to the West Texas and New Mexico Permian basin 

using natural sources of CO2 (Orr, 1984); with an abundance of concentrated CO2 available for injection 

this process would certainly be used on a wider basis and the additional profit in oil production would 

help offset the cost of sequestration.   

Three options being considered for geologic sequestration are deep unminable coal seams, 
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depleted oil and gas reservoirs, and deep saline aquifers.  While coal seams are an attractive option for 

enhanced coalbed methane production (ECBM), the physical and chemical behavior of coal is still 

poorly understood.  For this reason the latter two options will be the focus of this research.  From a rock 

physics standpoint aquifers and depleted oil and gas fields differ only in the composition of their pore 

fluid, though that difference in itself may have a dramatic effect on the usefulness of a particular 

monitoring technology.  Fig. 1.1 shows some of the monitoring options for and important formation 

characteristics of geologic sequestration. 

CO2 has a critical temperature of 31 °C and a critical pressure of 7.4 MPa.  Below about 800 

meters in depth CO2 injected into the subsurface under typical geothermal conditions with near 

hydrostatic pressures will exist in a supercritical state.  In this state CO2 has gas-like compressibility, 

viscosity, and surface tension with liquid-like densities (~0.5 g/cc).  The effect of the low viscosity and 

surface tension is that CO2 will flow easily into a reservoir but that leakage through faults or other 

features will allow for CO2 to escape more easily than a less viscous fluid would.  Interpolated data from 

Wang (1989) and Vargaftik (1996) is used to obtain these quantities for modeling CO2 behavior under 

specific reservoir conditions.  Additionally, supercritical CO2 is immiscible and soluble in water, and is 

nonconductive.   

Injecting CO2 in a supercritical state has several advantages in terms of storage.  Due to its high 

density there will be less pressure buildup associated with gas columns and more storage per unit 

volume.  Though dense, in most circumstances CO2 will be buoyant in reservoir oil and brine, meaning 

that it will be contained in existing structural traps, in the absence of leakage, until it is eventually 

trapped for geologic periods of time.  The short-term structural trapping is commonly called 

hydrodynamic trapping, and the long-term trapping may take the form of solubility trapping or mineral 

trapping (Houghton, 1999).  Solubility trapping the process by which CO2 is dissolved in the formation 

fluids, increasing their density and removing the gravity drive.  Mineral trapping, on the other hand, 

involves converting the CO2 to a solid mineral form through geochemical reactions.  

 

1.2 Geophysical Monitoring   

The motivation for monitoring is threefold:  process efficiency, storage verification, and safety.  The 

process of injecting CO2 into the subsurface is analogous to that of enhanced oil production.  In both 

cases it is important to know which areas of the formation are being contacted in order to efficiently 

develop a site, thus it is necessary that we be able to track the movement or migration of injected CO2.  

Also, as CO2 is denser than air at atmospheric conditions and is an asphyxiant, there is concern for 

public safety should leakage occur through a conduit to the surface.  To address this concern we need to 
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monitor leakage and cap rock integrity.  Finally, as the goal of sequestration is ultimately to store CO2 in 

the subsurface it is also important that its containment and trapping be verified; to achieve this we 

require a mass balance.  To summarize, one would like to monitor, in order of importance:  CO2 

migration for process efficiency, seal integrity for public safety, and mass balance for storage 

verification. 

There are a wide range of monitoring techniques available to meet these needs.  These methods 

range from spaceborne satellites to surface stations to borehole devices.  The two general options for 

monitoring are direct and remote sensing methods.  Direct sampling methods have high spatial 

resolution but low spatial coverage; examples of these are surface chemical sensors and monitoring 

wells.  The techniques discussed in this work are subsurface geophysical imaging techniques which 

generally have high spatial coverage but low spatial resolution.  These are divided into seismic, 

electromagnetic, gravitational, and geodetic techniques.  Geophysical methods have the added benefit of 

being remote.  While a monitoring well would have to penetrate the formation seal to gather meaningful 

hydrologic data or fluid samples, possibly creating conduits for CO2 to escape, geophysics may be used 

to image the area of interest without such intrusion.   

In examining the three monitoring goals stated above, it is evident that none of these goals may 

be wholly achieved without the aid of geophysics, nor will geophysics alone provide the solution we 

need.  High spatial coverage will be necessary to assess CO2 movement and storage, coverage which 

monitoring wells alone will be unable to provide.  That is not to say that direct methods will not be 

useful, a combination of direct and remote techniques will certainly be necessary to effectively monitor 

sequestration.  Individual geophysical techniques and their uses and applications will be examined 

below for each of the four broad types of subsurface monitoring for the range of formation types. 

Used for time-lapse monitoring, these geophysical methods can be very powerful.  As opposed to 

the use of geophysics for characterization, where the subsurface geology is unknown, time-lapse 

monitoring is only carried out after extensive characterization has been carried out in baseline surveys.  

Repeatability then becomes an important issue which may be solved through the use of fixed 

measurement devices either on the surface or in the subsurface.  The benefit of time-lapse monitoring is 

that some effects, such as lithology and cementation, are removed as they are assumed to remain 

constant between surveys (Wawersik, 2001).  The change is then associated only with changes in the 

pore fluid composition and pore pressure.  Most of the research occurring in this area has been in 

seismic reflection and tomography, while geodetic techniques, also time-lapse, have seen less use in 

subsurface monitoring. 
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Figure 1.2—(a) Water and oil properties as a function of increasing CO2 content using 
Batzle and Wang’s relations and (b) CO2 solubility in brine (Latil, 1980). 
 

The most significant changes in the properties of the rocks and fluids in a formation undergoing 

CO2 injection are expected to result from saturation and pressure changes.  Changes in RCO2, the CO2 

fluid ratio, be the fluid oil or brine, are expected to produce only minor changes in the fluid properties as 

will be shown below.  This assertion is made with the assumption that injection is approximately 

isothermal and that any significant geochemical changes will occur on a longer time scale than is of 

interest from a monitoring standpoint.  

Pressure and saturation changes may have a dramatic effect on the bulk properties of the fluid.  

Increasing CO2 saturation will cause the bulk fluid density and viscosity to decrease, while the effective 

compressibility will be dramatically increased.   Brine conductivity is treated as a constant as the water 

salinity is assumed to have reached an equilibrium state.  Isostress mixing is assumed in the modeling; 

mixing of the fluids in the pore space is assumed to occur at the finest scale.  Changes in the pore fluid 

and pore pressure bring about a host of changes in the effective properties of the saturated rocks which 

may be detected through the use of remote sensing techniques.  The specific changes will be addressed 

individually, but in general there are changes in the physical, acoustic, and electrical properties, ranging 

from few percent changes in seismic velocity to order of magnitude changes in rock conductivity. 

Changes in RCO2 will be ignored in this study for two reasons.  First, the magnitude of the 

changes in fluid properties resulting from CO2 dissolution are of a lower order of magnitude than the 

those associated with saturation changes.  Second, changes in RCO2 will occur on a different timescale 

than injection.  Modeling changes in RCO2 will, however, certainly be important for long-term 

monitoring simulations; it’s effects on the thermodynamic properties of reservoir fluids can be 

approximated to the first order with the Batzle and Wang (1992) relations by using the specific weight 
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of CO2 in place of hydrocarbon gas.  The set of relations underpredict the amount of CO2 that can be 

dissolved in brines (Fig. 1.2b), but fit the behavior of reservoir fluids with dissolved CO2 well for a 

given gas fluid ratio.  Fig. 1.2a shows the effect of increasing CO2 saturation in oil and water.  At 

maximum saturation velocities decrease by approximately 30%, while the velocity decrease resulting 

from the mixing of CO2 with these fluids is much greater. 
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Figure 1.3—Radial profile of saturation and pressure at constant depth.  The pressure is 
communicated beyond the saturation front.  

 

1.3 Formation Modeling 

The four broad subsurface imaging techniques will be examined separately.  Each contains a discussion 

of how the relevant fluid properties change with pressure and CO2 saturation.  This fluid model is then 

incorporated into a rock physics model which is dependent on both rock type and pore fluid.  Finally 

each of the rock physics models is applied to a reservoir model to produce field scale changes which are 

compared for the settings of interest.  The reservoir model is or a cylindrically symmetric tabular 

reservoir 100 meters thick with a vertical injection well at its center.      Injection is at a constant mass 

rate of 1.5 million tons per year of CO2, and results are displayed after 10 years of injection.  The 

geometry seen in Fig. 1.4 and other similar figures is a reservoir cross-section with the vertical injection 

well at the left edge of the figure.   

The three aspects of CO2 front behavior that the injection model attempts to capture are gravity 

segregation, mixing at the saturation front, pressure front behavior.  As can be seen in Fig. 1.4a the 

bubble geometry is driven by gravity segregation resulting from the differences in fluid densities.  Under 

most formation conditions CO2 will be lighter than the fluid in-place, resulting in a vertical gravity 

drive.  Fig. 1.4b shows the pore pressure in the reservoir which is a combination of hydrostatic 

background pressure with a perturbation from injection pressure varying with radial distance from the 
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well.  The saturation curve shown in Fig. 1.3 is approximately the expected shape associated with stable 

miscible fluid displacement, such as would be expected in a depleted oil reservoir above the minimum 

miscibility pressure (MMP).  Also displayed in Fig. 1.3 is a pressure profile.  The model has a linearly 

increasing injection pressure which is communicated equally throughout the CO2 saturated region.  

Pressure falls off smoothly through the mixed region, transitioning into a gradual exponential integral 

decay extending out into the unsaturated region.   
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Figure 1.4—(a)  CO2 saturation and (b) formation pore pressure in MPa as a function of 
depth and radius after 10 years of simulated injection.   
 

The injection model is meant to qualitatively capture the behavior of a CO2 front, not to be a 

rigorous reservoir simulation.  The model is used as a test case for the geophysical tools and models 

presented in this research.  This model is idealized as it describes an isotropic homogenous system 

which is never the case in the real world.  Any realistic flow would have viscous fingering associated 

with heterogeneity in both the rocks and fluids, and viscous instability, where CO2 will seek the easiest 

flow path (Orr, 1984).  Miscible flow can have the effect of stabilizing the saturation front, but in 

immiscible displacement, such as would occur below the MMP or in an aquifer, an unstable front will 

develop (Wang, 1982).   
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2.  Seismic 

In seismic monitoring the changes we may detect are changes in velocity, reflectivity, and possibly 

attenuation.  Attenuation will be briefly discussed qualitatively while the velocity and reflectivity will be 

discussed in more detail.  The models we use to describe the seismic properties of formation rocks 

undergoing CO2 injection are Gassmann fluid substitution and Eberhart-Phillips stress-dependence.  In 

general, the changes in seismic properties are a result of saturation changes and changes in the effective 

stress.  After developing the necessary models we will compare our modeling results to published data. 
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Figure 2.1—Compressional velocities in (a) brine and oil, and (b) CO2 as a function of 
pressure and temperature. 

 

2.1 Seismic Model 

The seismic properties of the pore fluids that we’re concerned with are density and the bulk modulus.  

The properties of the brine and oil initially present in the formation are fairly insensitive to reservoir 

conditions while the seismic properties of CO2 are much stronger functions of pressure and temperature 

(Fig. 2.1).  We use the relations collected by Batzle and Wang (1992) to estimate the seismic properties 

of oil, brine, and hydrocarbon gas.  Isostress mixing is assumed for the pore fluids, which leads us to the 

following effective fluid properties for density and bulk modulus: 

        !=
i

iieff f ""   and  !=
i i

i

eff K

f

K

1     (2.1) 

In these expressions f is the volume fraction of fluid i, ρ is fluid density, and K is the bulk modulus of 

the fluid.  As mentioned previously, changes in RCO2 will affect on the seismic properties of brine and 

oil, but will be a secondary effect to saturation and pressure changes and will also be dependent on the 
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time-scale of CO2 dissolution.   

Gassmann’s fluid substitution is a low frequency theory which allows one to determine the effect 

of pore fluid changes the on rock moduli.  Using the above effective fluid properties in Gassmann’s 

equation along with the mineral modulus and the dry rock modulus, one can solve for the saturated 

moduli with 

     
( )fl

fl

dry

dry

sat

sat

KK

K

KK

K

KK

K

!
+

!
=

!
000

"
  and  satdry µµ =    (2.2) 

where K0, Kdry, and Ksat are the mineral, dry rock, and saturated bulk moduli respectively.  φ is the 

porosity and µ is the shear modulus which is unchanged upon fluid substitution under Gassmann’s 

theory.  The saturated density also changes as a result of changing the pore fluid, and can also be 

calculated from 

           dryflsat !"!! +=      (2.3) 

The two materials making up the mineral of our shaly sandstone are quartz and clay.  To find the 

mineral modulus of sandstone rocks we will use the Hashin-Shtrikman upper and lower bounds 

                                                 
( ) ( ) 1

13
4

11

1

12

2

1 !!

±

++!
+=

µKfKK

f
KK HS     (2.4) 

The two bounds are found by simply changing which component is labeled 1 and 2.  As the bounds are 

fairly tight for clay and quartz, we will use the average of the two for our mineral modulus.  To find the 

dry density of our composite rock we can use 

         ))1()(1( QCdry CC !!"! #+#=      (2.5) 

where the subscripts Q and C represent quartz and clay mineral density respectively and C is the mineral 

fraction of clay.  Clay content also plays an important role in the stress-dependence of seismic 

properties.   

To model the stress-dependence of fractured rocks we use the results of Eberhart-Phillips (1989).  

His work is based on data gathered by Han (1986) on the stress-dependent velocities of 64 sandstone 

samples.  In practice stress-dependence will need to be determined as part of site specific 

characterization.  Eberhart-Phillips used only sandstone data, but a similar stress-dependence may occur 

in fractured carbonates.  He found the following empirical relation for compressional and shear velocity 

as a function of porosity, clay content, and effective pressure:  

         ( )ePep ePCV
7.16

446.073.194.677.5
!

!+!!= "    (2.6a) 

         ( )eP
es
ePCV

7.16
361.057.194.470.3

!
!+!!= "    (2.6b) 
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Figure 2.2—Data from Eberhart-Phillips (1989) for the StPeter1 sample. 

 

In these two expressions, Pe is the effective pressure is in kbar and Vp and Vs are in km/s.  Note that the 

exponential term involving the effective pressure is independent of porosity and clay content.  This is 

due to the fact that the exponential behavior at low effective pressures could not be fit using clay content 

and porosity, not because all of the sample rocks displayed the same dependence on effective pressure.  

Fig. 2.2 illustrates the effect of changing effective stress on a particular sample, StPeter1.  These data 

were collected for water-saturated rocks; the saturated moduli may then be found from the well-known 

dependence of velocity on elastic moduli and density (Eq. 2.7).   

Combining Gassmann and Eberhart-Phillips allows one to predict the changes from increasing 

pore pressure and changing saturation with injection and compare the two effects as will be done below.  

Fig. 2.3 and Fig. 2.4 displays the results of numerical experiments on a stress dependent sandstone and a 

stiffer, unfractured carbonate undergoing CO2 flooding.  The top curve in each plot is strait Gassmann, 

while each of the other curves assumes a linear increase in pressure with CO2 saturation.  Each curve 

begins at the same reference pore pressure and at zero CO2 saturation.  The first thing to notice is that 

the stiffer rock has a much smaller percent change in velocity, meaning that any changes will be much 

harder to detect.  Also important is that in the fractured sandstone approximately half of the 

compressional velocity change results from saturating changes and half from pressure effects, while the 

shear velocity is more affected by pressure changes, which agrees with published results (Wang, 1998). 
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Figure 2.3—Calculated (a) compressional and (b) shear velocities with CO2 flooding 
using Gassmann fluid substitution and sandstone stress-dependence. 
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Figure 2.4—Calculated (a) compressional and (b) shear velocities with CO2 flooding 
using Gassmann fluid substitution for a stiff unfractured rock with no stress-dependence. 

 

Using the saturated moduli and Gassmann we may extract the dry moduli which may then be 

used, along with predicted saturations from flow modeling, to estimate the saturated moduli.  

Transforming these moduli back to velocity we can predict the formation velocities using 

       
!

µ34+=
K

Vp  and   
!

µ
=

s
V      (2.7) 

To upscale this to what we expect to see at the field scale in a seismic reflection survey we find the 

seismic impedance and generate a reflectivity series.  This process will be examined in more detail in the 

seismic results section.  Calculating the impedance is straightforward and is simple the product of the 

local density and velocity 

    
ii
VZ !=       (2.8)  

This expression is true for both compressional and shear waves.  For the purpose of creating synthetic 
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reflection data, our model is divided into discrete pixels with a single pressure, velocity, and density.  

Reflectivity between pixels is then easily found from the impedances of the upper and lower pixels using 

         
12

12

ZZ

ZZ
R

+

!
=       (2.9) 

The next step is to take this reflectivity image in space and use the velocities to convert it to a 

reflectivity time series with interval spacing matching the time sampling of our source wavelet.  For this 

we use a Ricker wavelet to approximate the signal generated by a seismic source. 

There will also be changes in seismic attenuation as a result of CO2 injection.  Quantitative 

prediction of these changes may not be possible with current models, but qualitative changes may be 

tested.  The attenuation coefficient is approximately given for fast shear and compressional waves by 

        !!
"

#
$$
%

&

'

(

(

)
* f

v

k2
~       (2.10) 

(Berryman, 1988).  Here ω is the frequency of the seismic wave, ρ is the bulk density, ρf is the fluid 

density, η is the effective viscosity, k is the permeability, and v is the seismic velocity.  At typical 

reservoir condition, CO2 flooding will change the fluid density and rock velocity by up to ten percent, 

while the viscosity can vary by up to an order of magnitude depending on how one computes the 

effective fluid behavior.  The resonant frequencies of the rocks will also change with flooding, and their 

dependence on fluid properties can be described by 

              
f!

"
# ~
0

  and  
!

"
fK

~
0

     (2.11) 

(Pride, 2003).  The first resonant frequency applies to Biot attenuation, while the second applies to squirt 

type mechanisms.  Measuring this effect in the field would require broadband measurement and be 

financially prohibitive from a monitoring standpoint.  

 

2.2 Lab Data Comparison 

Wang and Nur (1989) conducted laboratory experiments on sandstone samples under hydrocarbon 

saturated and CO2 flooded saturations.  The samples were initially saturated with n-hexadecane then 

flooded with CO2 leaving approximately 30% residual oil.  The confining stress was kept constant at 20 

MPa while the pore pressure was increased from approximately 0 to 18 MPa.  The results for the Beaver 

No. 7 sample are shown in Fig. 2.5a.  Fig. 2.5b shows the simulated results from our model.   
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Figure 2.5—A comparison between (a) lab data from Wang (1989), Beaver No. 7 and (b) 
our stress-dependent fluid substitution model.  Black lines are isotherms for hydrocarbon 
saturated rocks and blue lines are isotherms for flooded rocks.  Confining pressure for all 
plots is 20 MPa. 

 

The compressional velocities display similar qualitative behavior while the shear velocities 

exhibit some striking differences.  From Gassmann we predict that the shear modulus is unchanged upon 

flooding, and any velocity change will be the result of density changes.  As less dense CO2 is displacing 

hydrocarbon oil we expect that flooding will always increase shear velocity.  The unexpected behavior 

of the shear velocity curves in the lab data can be attributed to high frequency viscous effects; Gassmann 

is a zero frequency equation and cannot always describe sample behavior at laboratory frequencies.  

Measurements made at field frequencies are expected to show more Gassmann like behavior. 

 

2.3 Field Scale Results 

Figs. 2.6 and 2.7 display the seismic property changes resulting from our simple injection model.  Note 

that just as we saw in our rock physics models, Vp show the effects of both saturation and pressure 

changes, while Vs more clearly tracks the pressure front.  Using these results and Eqs. 2.8 and 2.9 we are 

able to create impedance and reflectivity images for our model (Figs. 2.9 and 2.10).  Using this 

reflectivity time-series and our source wavelet in a convolutional model we can create synthetic seismic 

reflection images of our model.  In these images we can clearly see the reflector pull-down (Fig. 2.9b) 

from the lower velocities in the CO2 saturated region and the bright spot associated with the presence of 

CO2 (Fig. 2.9c). 
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Figure 2.6—(a) Compressional velocity in km/s and (b) percent change in compressional velocity. 
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Figure 2.7—(a) Shear velocity in km/s and (b) percent change in shear velocity. 
 

Three of the principal seismic methods being considered for monitoring sequestration are 

reflection seismic, velocity tomography, and microseismic.  Reflection seismic and crosswell 

tomography are both expensive, high resolution techniques.  Crosswell seismic imaging techniques have 

been employed before to monitor CO2 injection in EOR at the McElroy Field in West Texas.  The 

seismic survey and the accompanying rock physics study showed that a several percent change was both 

present and detectable (Lazaratos, 1997; Nolen-Hoeksema, 1995; Wang 1998) using tomographic 

techniques.   

Another option available is microseismic monitoring.  This technique involves using fixed 

continuous geophones to monitor a formation, providing a real-time image of CO2 movement.  This is a 

relatively inexpensive passive technique which detects elastic waves resulting from fracture formation or 

reopening.  Fracture formation is, in turn, strongly dependent on pressure changes, so it may only be 

useful in low permeability, low porosity rocks where significant pressure changes are expected to occur 

(SACS, 2003). 

From the rock physics modeling discussed previously (Fig. 2.3), the bulk of the velocity changes 

resulting from saturation effects occur with only a small amount of CO2 in the pore space.  This means 

that differentiating 20% saturation from 60% saturation will be much more difficult than detecting the 
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presence of CO2.  For this reason the principal usefulness of seismic monitoring will be in leak detection 

and for monitoring CO2 migration rather than mass balance.  Seismic should be able to detect thin layers 

of CO2 (McKenna, 2003), meaning that migration paths should show up clearly in a reflection survey 

and that presence of CO2 in overlying aquifers should be easily detectable. 
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Figure 2.8—Compressional impedance image (a) of the reservoir with the bounding shale 
layers.  In this case the only significant and detectable contrasts appear at the sand shale 
interface.  (b) Reflectivity series in time for our injection model after 10 years 
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Figure 2.9—(a) Source wavelet and (b) baseline, (c) repeat, and (d) time-lapse synthetic 
seismic images produced using a convolutional model. 
 

Both pressure and saturation effects will be more noticeable in softer rocks, but nonetheless 

seismic is still the most viable technique for any setting.  Changes in seismic properties are not very 

dependent on initial pore fluid so there is little difference between its use in aquifers and depleted oil 

fields.  The presence of hydrocarbon gas in the pore space, however, may render seismic monitoring 

useless.  The large initial drop in velocity with increasing CO2 saturation is a result of the high 

compressibility of the CO2 making the effective fluid have more gas-like compressibility.  If 

hydrocarbon gas is also present, the effective fluid already has gas-like compressibility and the addition 

of CO2 may not have any noticeable effect. 
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3.  Electromagnetic  
While not as popular as seismic methods in the oil industry, electromagnetic (EM) techniques have 

much to offer in the area of monitoring sequestration.  The expected changes in electric and magnetic 

properties to be measured with electromagnetic techniques, most notably conductivity, may be of an 

order of magnitude or more, as compared to seismic methods where changes are typically on the order 

of a few percent.  This is not to say, however, that electromagnetic techniques will be more useful than 

seismic techniques in CO2 sequestration.  Steel casings severely attenuate higher frequency 

electromagnetic signals, and so reduces the resolution that may be attained.  Additionally, common earth 

materials may vary in conductivity by as much as six orders of magnitude, so detecting an order of 

magnitude change may prove challenging.  Nonetheless, electromagnetic monitoring offers us the ability 

to measure CO2 saturations and provides a complimentary set of measurements to seismic. 
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Figure 3.1—Brine resistivity in ohm meters as a function of temperature and salinity. 

 

3.1 Electromagnetic Model 

In dealing with field scale electromagnetic measurements, conductivity plays a dominant role in electric 

and electromagnetic techniques.  Rock conductivity is very sensitive to brine saturation and brine 

conductivity, which is in turn dependent on the salinity and temperature of the brine (Fig. 3.1).  CO2 and 

other types of initial reservoir fluids are very resistive and have a negligible impact on the bulk 

conductivity of both the fluid and the rock.  Here we will estimate brine resistivity at 18 oC using a 

polynomial fit (Moore, 1966), then make an approximate temperature conversion (Schlumberger, 1985). 

Rock conductivity may be estimated with Archie’s Law and it’s various modifications.  It is an 

empirical formula which must be fit to the reservoir rocks in the area of interest.  In it’s basic form, 

Archie’s law is given by 
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This expression relates the bulk conductivity σ of the rock to the porosity φ, water saturation Sw, and 

water conductivity σw.  a, m, and n are dimensionless constants which will need to be determined for a 

particular formation, with typical values for clean sandstones around 1, 2, and 2 respectively.  Higher 

values of m have been reported for Middle-Eastern carbonate rocks (Focke, 1987).  For shaly sands an 

additional term is added to the water conductivity to represent the added conductivity of the rock matrix.  

This modification takes the form 

                ( )vw

n

w

m
BQS

a
+= !"!

1      (3.2) 

which was first proposed by Waxman (1968).  In this expression, B is the average mobility of the ions 

and Qv is the charge per unit pore volume.  Other work on low porosity carbonates has yielded more 

complex relationships such as the Shell formula (Schlumberger, 1985) 

      
w

n

w
S !"! " )/019.087.1( +

=      (3.3) 

In general, the constants in the above equations need to be fit as part of site specific 

characterization.  Fig. 3.2 displays conductivity as a function of brine saturation and porosity for a clean 

sand with the typical values for the Archie’s Law constants.  The salinity for the brine used in this model 

is 100,000 ppm, and the temperature is 35 oC.  From this model we see that decreasing brine saturation 

in an aquifer from initially full saturation to 30% saturation results in an order of magnitude change in 

conductivity, while porosity governs the actual amount of change observed. 
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Figure 3.2—Rock conductivity as a function of porosity and brine saturation for a shaly 
sand with 10% clay content. 

 

Conductivity may be measured directly in the shallow subsurface with electrical resistance 
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tomography (ERT).  In deep reservoirs and aquifers, however, boreholes are widely separated and 

conductivity measurements need to be made over large distances.  Using ERT in this manner produces 

extremely low resolution images of the subsurface, and so other techniques have been developed for this 

type of situation.  Modern electromagnetic techniques (Wilt, 1995b) make use of magnetic source and 

receiver dipole antennas to propagate electromagnetic waves over long distances.  Early work in this 

field (Laine, 1987) involved the use of 15 and 17 MHz signals to provide high resolution images using 

strait ray tomographic techniques.  Using such high frequencies, well spacing was limited to several 

meters.   

To propagate the waves several hundred meters kilohertz frequencies need to be used.  Using 

these lower frequencies introduces several complications.  The wavenumber for a electromagnetic wave 

traveling in a conductive medium is complex and is given by 

        µ!"µ#! ik $= 22      (3.4) 

Here µ is the magnetic permeability, ε is the electric permittivity, σ is the conductivity of the medium, 

and ω is the frequency in radians per second.  In highly conductive materials and at low operating 

frequency the second term dominates, leading to a diffusive solution to the wave equation.  This leads to 

a “quasi-ellipsoidal” (Spies, 1995) region of high sensitivity between the source and receiver, and strait 

ray tomographic inversion is no longer appropriate.  Nonetheless the received signal is still a nonlinear 

product of the discrete attenuation contributions of the reservoir rocks and may be inverted for 

conductivity structure.  The attenuation coefficient in this diffusive regime is given by 

       
2

µ!"
# =       (3.5) 

A first order approximation of the attenuation using a strait ray approximation can still be useful in 

predicting the signal strength and attenuation for a given setup.  The expect signal for a vertical 

magnetic dipole transmitters and receivers, assuming exponential variation in time and space, is given 

by 

      [ ])1)(1sin3(cos
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(Jackson, 1962) where m is the magnetic dipole moment and r is the source receiver separation distance.  

Substituting in (3.4) and simplifying for the case where the transmitters and receivers are at nearly the 

same depth with a separation distance several times greater than the skin depth, we get 
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 18   

which is essentially identical to seismic attenuation resulting from attenuation and spherical divergence.  

Here H0 is the amplitude of the vertical magnetic field one meter from the source.  In practice it’s been 

found that operating between about 5 and 10 skin depths provides optimal signal strength and resolution 

(Wilt, 1995a).  It should be noted that this model accounts only for signal reduction due to absorption 

and does not account for scattering effects. 
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Figure 3.3—(a) Formation conductivity in mho/m and (b) local attenuation in m-1. 

 

3.2 Field Scale Results 

Fig. 3.3 shows the electromagnetic results from out injection simulation.  As there is no pressure 

dependence for brine resistivity the conductivity profile simple tracks the saturation profile.  We see 

uniform conductivity in the fully flooded and unflooded regions with approximately an order of 

magnitude difference which we came to expect from our rock physics model.    The local attenuation 

profile (Fig. 3.3b) changes by a factor of 3 between the flooded and unflooded regions.  Like seismic, 

detailed forward modeling will be required to take conductivity and attenuation profiles such as these 

and convert them to measured signals.  Strait ray methods are not appropriate for low frequency 

measurements and only provide a first approximation of the expected attenuation. 

Resistivity surveys like ERT are the simplest method of assessing subsurface conductivity.  At 

the large separation distances required for monitoring CO2 sequestration such techniques will detect 

only the average changes in the reservoir and may be of too low resolution to be of any use.  The other 

option we’ve discussed is crosswell electromagnetic measurements.  At the low frequencies necessary to 

propagate EM waves field scale distances the measurements the resolution is fairly low and the 

measurements are strongly affected by the conductivity structure near the source and receiver.  Carrying 

out a crosswell EM survey is cheaper and easier than it is for a crosswell seismic survey; coupling is not 

an issue and the boreholes may be dry or wet. 

Perhaps the most important consideration in the use of electromagnetic monitoring is the effect 
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of well casing.  Steel cased wells attenuate electromagnetic signals above about 10 Hz and severely 

attenuate signals in the hundred hertz range and higher.  While this has traditionally been a problem for 

electromagnetic monitoring, recent studies have found that the response of the casing is fairly easy to 

model and that the effect may be removed from the total measured field without great difficulty (Wilt, 

1998).  Another option available is the use of fiberglass monitoring wells to carryout EM surveys, or to 

place insulating gaps in the casing and use it itself as a pair of electrodes (Nekut, 1995). 

Electromagnetic techniques are not strongly dependent on rock type, rock strength, or formation 

depth, but are dependent on initial and final fluid saturations.  Aquifers will be the best candidates for 

electromagnetic monitoring as they will have the largest brine saturation changes and therefore the 

largest conductivity and attenuation change.  Changes in RCO2 over time are not expected to greatly 

change the conductivity of the formation fluid, though there will be some additional conductivity 

associated with the additional ions in the fluid from the formation of carbonic acid. 
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4.  Gravity  
The last two techniques we’ll discuss are gravitational and geodetic techniques which are very similar 

from a modeling standpoint.  The model we’ll be using is Newtonian gravity.  Changes in pore size from 

increased pore pressure are expected to be negligible compared to the change in gravity resulting from 

fluid density changes (Eq. 2.3).  Gravity is a low-resolution technique with fundamentally non-unique 

solutions.  Constraining inversions with formation geometry and using only time-lapse information can 

result in much better results. 
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Figure 4.1—(a) CO2 density as a function of pressure and temperature and (b) as a 
function of depth with a hydrostatic pressure gradient and a typical geothermal gradient. 

 

4.1 Gravity Model 

Brine and oil density are relatively insensitive to changes in pressure and even to increased CO2 in 

solution.  Almost all of the changes in fluid density associated with CO2 injection will be from the lower 

density of the CO2.  Fig. 4.1 shows the density of CO2 as a function of depth with a hydrostatic pressure 

gradient and a typical geothermal gradient (a), and also and as a function of pressure and temperature 

(b).  It is apparent that as the formation depth increases the CO2 density will increase to the point where 

there is very little density contrast between the CO2 and the initial reservoir fluid, in which case there 

will be no measurable anomaly. 

Newton developed his law of gravitation in the 17th century, which today we know to be strictly 

true at non-relativistic speeds.  Unlike many relationships in geophysics, is not approximate or 

empirical.  The perturbation to the gravitational field due to a point source with some discrete volume 

dV, porosity φ, and density change �ρ, at a distance r is given by 
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In general the reservoir will have a complex geometry and variable saturation due to formation 

heterogeneity, and as such the contributions of discrete points of density change will need to be summed 

to find the change in the gravitational field.  This solution has the form 
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where Δg is the change in the gravitational field at position x and ξ is the spatial variable for the 

distribution of density changes. This expression is very similar to the deformation model (Eq. 5.2) which 

will be discussed in the next chapter.  Clearly, a stronger signal will result from shallower reservoirs and 

higher density contrasts.  Porosity will have less of an effect as reducing the porosity will simply force 

the CO2 to occupy the same pore volume, but in a larger bulk volume. 
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Figure 4.2—(a) Bulk density and (b) bulk density percent change.  The background 
density in our model (dark blue) is 2.25 g/cc. 

 

4.2 Field Scale Results 

We can see that the bulk density percent changes are small (Fig. 4.2) which is expected as the CO2 

density is about 0.6 g/cc and the bulk of the mass is in the rock matrix.  The gravity change for our 

homogenous formation is shown in Fig. 4.3.  The curves are for profiles at constant depth, and the radius 

is measured from the center of the injection well.  For example, the measured time lapse gravity signal 

after 10 years of injection directly over the injection well at a depth of 600 meters would be 

approximately 30 microgals, well above instrument sensitivity in the in the absence of cultural noise.   

All of the methods available to measure gravity focus on the gravimeter.  These are typically 

used for surface surveys and have around 10 microgal resolution; newer gravimeters may have 

resolution as low as one microgal.  Collecting a typical surface survey is inexpensive compared to the 

other techniques we’ve examined.  Downhole data can also be collected in monitoring wells, and higher 
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resolution microgravity measurements may provide more information on CO2 movement in the 

subsurface.  Of the monitoring goals we’re interested in, gravity is most suitable for making mass 

balance measurements.  Such measurements do not require high resolution (which gravity does not 

have) and depended only on bulk measurements.  Gravity may also be of use in monitoring CO2 

dissolution, as well as in detecting leakage plumes into overlying aquifers.   
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Figure 4.3—Time lapse gravity change as a function of depth and radius from the 
injection well center.  Profiles are at constant depth. 

 

Gravity changes are fairly independent of  initial fluid saturations and rock types. Temperature 

and pressure govern the density contrast, but in general shallower reservoirs will lead to lower CO2 

densities and higher contrasts.  Shallow formations are also favorable as the signal falls off inversely 

with distance squared.  From these two effects it is evident that gravitational techniques may only be of 

any real use either for monitoring shallow reservoirs or for making point measurements in monitoring 

wells. 
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5.  Deformation  
Geodetic techniques measure displacements or displacement gradients at the earth’s surface.  Such 

techniques are commonly used in the study of earthquakes or volcanoes, but they may also have 

applications in monitoring CO2 sequestration under certain conditions.  In a stable tectonic environment, 

measured deformation over a sequestration site should only be the result of induced pressure changes at 

depth due to fluid injection.  The magnitude of deformation resulting from a point source, also called a 

“nucleus of strain”, is known.  Integrating this point solution over the region of pressure change will 

produce an arbitrarily complex surface deformation model.  Such techniques have been used to explain 

land subsidence associated with oil production  (Geertsma, 1973).   

 

5.1 Deformation Model 

In a mechanical sense, fluids only contribute to surface deformation through the pore pressure changes 

that they carry.  That said, the more compressible the reservoir fluids and the larger the volume of 

reservoir fluid, the less pressure buildup will occur.  Boundary conditions also have a large impact on 

the pressure increase.  Open boundaries, such as might be found in an aquifer, will prevent any 

permanent pressure change as any perturbation to the hydrostatic pressure will eventually diffuse away.  

The greatest pressure buildup, and consequently the greatest deformation signal, will likely occur in 

closed oil fields.  The viscous oil will cause pressure buildup around the well, and the closed boundaries 

will lead to an overall increase in formation pressure as more fluid is injected into the system.  The 

attributes which make a formation favorable for geodetic monitoring are, however, not desirable for CO2 

storage.  Increasing formation pressure can jeopardize the integrity of the cap rock by inducing faulting.  

The deformation model we use is tied into the theory of poroelasticity.  While elasticity is the 

linear theory governing the relationship between stresses and strains in the earth or any rigid body, the 

governing theory over the elastic behavior of a porous rock is poroelasticity.  For highly compacted 

rocks, with little or no pore space, elasticity is sufficient to explain observed behavior, but in the areas of 

interest to the petroleum industry or in CO2 sequestration poroelasticity must be considered.  The 

fundamental relation for poroelasticity (Biot, 1941) relating stress ε, to strain σ, and pore pressure p is 

given by:   
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In this notation the strain, ε, is positive for extension from a reference equilibrium state, p is the pressure 

change from a reference pore pressure, and the stress σ is positive for increased deviatoric tensional 
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stress.  Other constants in this expression are the Biot coefficient α, Poisson’s ratio υ, and the shear 

modulus µ.  δ is the Dirac delta function. 

To calculate deformation we integrate over the Green’s Function solution (Appendix A) for a 

point pressure source in a halfspace (Segall, 1992; Vasco, 1998).  An alternate solution is to couple 

poroelastic theory with the so-called Mogi model (Mogi, 1958).  The solutions for both are identical and 

are given by 
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where u is the displacement vector at point of measurement x on the free surface (x3 = 0) and ξ is the 

spatial variable for the distribution of pressure change.  Important to note is that the magnitude of 

deformation is linearly related to pressure change, inversely related to the rock modulus, and falls off 

inversely with distance squared. 
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Figure 5.1—Bowers’ virgin curve and Eberhart-Phillips unloading curve behavior. 

 

An important difference between surface subsidence seen in producing oil fields and uplift 

expected from sequestration lies in the magnitude of expected deformation.  While the fundamental 

equations are unchanged between the two cases, the effective modulus may be very different.  This 

occurs mostly in poorly consolidated sandstones as increasing effective stress, by decreasing the pore 

pressure with a constant overburden, results in the compaction of the rock along the “virgin curve” 

(Bowers, 1994), a process which changes the moduli of the rock.  Decreasing the effective stress, 

however, causes the rock to unload on a different curve described by Eberhart-Phillips (Fig. 5.1), which 

is nearly elastic for small pressure perturbations.   

A rule of thumb is that the ratio of the compaction coefficient to rock compressibility is 

approximately ten to one, meaning that ten times as much subsidence is expected to be associated with a 
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negative pore pressure change as would occur from a positive pressure change of the same magnitude.  

For subsidence, depending on the type of reservoir rocks present, either elastic compression or inelastic 

compaction may occur.  Elastic compression normally occurs in very hard rocks like carbonates or upon 

reloading of sandstones.   
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Figure 5.2—Pore Pressure change in MPa from initial pore pressure. 

 

5.2 Field Scale Results 

Fig. 5.3 shows the deformation and tilt results associated with the pressure changes given by our model 

(Fig. 5.2).  One millimeter of displacement is well below the detectability threshold of modern 

instruments; instrument sensitivity is typically on the order of one centimeter of vertical resolution for 

continuous GPS and InSAR (interferometric synthetic aperture radar).  GPS has the better sensitivity 

while InSAR is desirable because of the low cost of processing and the wide spatial coverage.  Given 

this sensitivity, depending on the depth, rock type, and pressure changes detecting signals from 

sequestration may not be possible using either of these techniques.  A more useful techniques may be the 

use of tiltmeters as the one microradian predicted by our modeling represents a very detectable signal.  

Tiltmeters may have sensitivities as low as 0.1 microradian, below the peak expected signal from only 

one year of injection in our model. 

Surface geodetic techniques, much like gravity, are low resolution techniques.  Source geometry 

is poorly constrained for inversion and as such it is likely that in any sequestration monitoring 

application would be focused more on mass balance and bulk storage of on CO2 than on CO2 migration 

and leak detection.  Downhole tiltmeters have been suggested for measuring deformation at a more local 

level.  Such instruments could potentially detect deformation associated with hydrofracs in low porosity 

carbonates (Wawersik, 2001), as well as providing more focused data on pore pressure changes.   
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Figure 5.3—Deformation results after 10 years of injection.  (a) Vertical surface 
displacement and (b) surface tilt for a surface profile passing over the injection well. 

 

As the signal is strongly dependent on the depth, rock type, and pressure buildup, sites will need 

to be assessed on a case by case basis for usefulness of these geodetic techniques.  In general, smaller 

systems with closed boundaries, as are commonly found in oil reservoirs, will lead to larger pressure 

changes and greater signals.  Large open systems, like brine aquifers, may have virtually no pressure 

changes if permeability is sufficiently high.  The presence of a large gas cap would also have a 

significant effect on pressure changes.  Having a large volume of highly compressible gas would reduce 

any pressure increase resulting from injection. 
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6.  Sleipner Seismic  
The Sleipner field is offshore Norway in the North Sea and is considered to be the first pure 

sequestration project in the world.  The Saline Aquifer CO2 Storage project (SACS), who is responsible 

for monitoring the injection, has almost exclusively used seismic monitoring and have produced high 

quality time-lapse images which highlight changes associated with the presence of CO2.  Our study will 

illustrate the usefulness of coupling our geophysical models with flow models.  Flow models provide a 

useful tool for determining optimum technology in monitoring a given formation undergoing CO2 

injection.  Flow models also stand to benefit from the integration of geophysical monitoring in areas of 

verification and refinement of the flow model (SACS, 2003).  In the interest of confirming the modeling 

discussed above we will compare out seismic modeling results with the time-lapse seismic images from 

Sleipner.   

 

 
 
Figure 6.1—Reflection image of the Utsira sand (SACS). 

 

6.1 Geologic Setting 

The Utsira formation is an elongated sand aquifer approximately 1000 meters in depth.  The formation is 

several hundred meters thick, with an area close to 25,000 km2.  At Sleipner CO2 is produced with 

petroleum gas from the Sleipner east field, separated, and reinjected into a shallower aquifer, the Utsira 

Sand (Fig. 6.1).  Injection began in 1996 and to date more than 5 MMt of CO2 have been injected in the 

field, currently at a rate of approximately 1 MMt/yr (Torp, 2002).  CO2 is injected from a horizontal well 

at the base of the formation, from which it is driven upward by buoyancy effects.  Injection depth is 

approximately a kilometer beneath the sea floor thus the CO2 is in a supercritical state.  The primary 

trapping mechanism in the short-term will be hydrodynamic trapping, followed by long-term solubility 

trapping as the CO2 is dissolved in the formation brine. 
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Figure 6.2—Time-lapse seismic image (SACS). 

 

Sleipner is unsuitable for many of the monitoring techniques discussed in this report.  Due to the high 

permeability, huge lateral extent, and small gas column heights there is no expected or observed 

pressure accumulation, ruling out the use of geodetic techniques or passive seismic monitoring.  Seismic 

has proven to be effective, while gravity has not been used, nor have electromagnetic methods.  Through 

seismic interpretation thin, previously undetectable shale layers have been illuminated through the use of 

time-lapse seismic imaging, and CO2 layers as thin as one meter have been identified.  This sensitivity 

has given them confidence that any leakage into the overlying formations would be easily detectable, 

and, as no seismic changes in the overburden have been detected, that the CO2 is being contained (Arts, 

2002). 

 

6.2 Sleipner Model 

The model of Sleipner (Fig. 6.3) used here was created using Eclipse 300.  The injected CO2 rises, by 

molecular diffusion and Darcy flow, through thin permeable shale layers.  The model consists of three 

years of injection followed by 100 years of migration and dissolution.  As the injected CO2 rises through 

the aquifer it spreads out and pools beneath the shale layers, dissolving in the formation brine over time.  

The geometry shown is half of a cross-section with the injection point, representing an infinite 

horizontal pipe, at zero radius and 160 meters below the reservoir seal.  The thickness of the tabular 

reservoir is 180 meters and the maximum horizontal distance is 6 km.   
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Figure 6.3—Saturation images for a simplified Sleipner injection model with thin shale 
layers as a function of depth and horizontal distance from the injector at 1, 5, and 20 
years. 

 

Just as we did with the seismic model previously, we can use pressure and saturation cross-sections and 

some knowledge of the formation rocks to produce density, velocity, and impedance maps.  From these 

maps we are able to produce synthetic seismic and time-lapse seismic images using the same  

convolutional model used above.   The model has high permeability which lead to negligible pressure 

changes.  As such the pressure is simply hydrostatic in the formation, and all of the interesting changes 

are a result of saturation changes. 

 

6.3 Field Scale Results 

The synthetic and time-lapse seismic images clearly show the effects of the CO2 bubble.  In the synthetic 

reflection images (Fig. 6.4) one can see the effect known as reflector pull-down resulting from the 

slower velocities in the CO2 saturated regions.  The effect is cumulative so the later arrivals display a 

greater pull-down than the early arrivals.  It is somewhat difficult to tell from these plots, but the 

amplitude of the shale reflections, with CO2 pooled underneath, are greater than in the areas with no 

CO2.  These bright spots are a result of a difference in the impedance contrast between the top of the 

shale and the bottom, and are indicative of the presence of CO2.  At large distances from the well there is 

no CO2 saturation and the reflections are simply the reflections off of the thin shale layers.  The time-

lapse images (Fig. 6.5) very clearly display the CO2 saturated region and, in a more complex geology 

than the simple layered model we use, would be more useful than the reflection image for determining 

the location of CO2. 
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Figure 6.4—Synthetic seismic images as a function of time and horizontal distance from 
the injector. 
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Figure 6.5—Time-lapse seismic images as a function of time and horizontal distance 
from the injector. 

 

Both of the pull-down and the bright spot effects are seen in the Sleipner seismic and time-lapse seismic 

images (Fig. 6.2), qualitatively verifying our seismic modeling.  For a more complicated reservoir model 

based on a real reservoir it would be necessary to do more complex forward modeling such as ray 

tracing or wave-field modeling. 
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7.  Elk Hills Deformation  
To illustrate the utility of geodetic techniques for measuring deformation associated with sequestration, 

we examined deformation over Elk Hills between Nov. ’92 to Nov. ’95 using InSAR.  We did not chose 

a sequestration site or natural analog site for this test for several reasons.  First, that the magnitude of 

deformation is expected to be greater for subsidence than for uplift.  Second, that the existing 

sequestration sites with enough history to enable the use of InSAR are underwater (in the case of 

Sleipner) or in an area with little coverage (in the case of Weyburn).  Third, that most of the natural 

analog sites are in areas with steep and rapidly varying topography (the Rocky Mountains).  Elk Hills 

was desirable because of its history of InSAR coverage to draw from, its arid climate, and its large 

production rate. 
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Figure 7.1—InSAR (a) amplitude image and (b) elevation map in meters over Elk Hills. 

 

7.1 Geologic Setting 

Elk Hills is a large producing oil and gas field located approximately 40 km southwest of Bakersfield, 

California, in the southwestern part of the San Joaquin basin.  Fig. 7.1a shows an amplitude reflectivity 

image of the region of interest.  Oil was discovered in Elk Hills in 1919.  The field remained mostly 

inactive as a naval strategic petroleum reserve until 1976 at which time production was started in 

earnest.  The field continued to be operated by the government until February 1998 when Elk Hills was 

sold to Oxy.  The period we are interested in is the early 1990’s while the field was still under 

government control.   

The reservoir can be broadly divided into the Pliocene shallow oil zone (SOZ) and the deeper 

Miocene Stevens formation.  The SOZ consists of numerous sand and shale layers with nearly vertical 

NW-SW striking normal faults running throughout.  The reservoir rocks are predominantly 

unconsolidated sandstones with depths of 600 to 1400 meters subsurface.  About half of the fields 
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production is from the SOZ.  The Eastern Shallow Oil Zone (ESOZ) has undergone constant gas 

injection since production was begun and through the period in question.  The deeper Sevens formation 

is a series of anticlines which form traps for large sandstone oil pools.  The sandstone is of turbidite 

origin and lies between 1500 to 3000 meters depth.  Both waterflooding and gas injection have been 

used continuously as a secondary recovery technique.  The oil produced in the Stevens has an average 

API of about 35 deg (Maher, 1975). 

During the period of interest the Elk Hills field produced about 60,000 barrels of oil per day and 

about 400 mcfd of natural gas.  There are over 1000 producing wells, with approximately half targeting 

shallow zone and half targeting the deeper horizons.  The productive area is approximately 115 km2 

along the crest of the hills and the variation in topography over the area of interest is about 300 meters 

(Fig. 7.1b).  The productive area of the SOZ is over 80 km2. 
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Figure 7.2—InSAR (a) collected data and (b) deformation model over Elk Hills. 

 

7.2 Elk Hills Model 

The InSAR deformation images produced over Elk Hills showed areas of both subsidence and uplift.  

The two types of areas received separate but similar treatment as discussed previously, compaction for 

the subsidence and approximately elastic expansion for the uplift.  Production at Elk Hills lowered the 

pore pressure, thereby increasing the effective stress.  As the reservoirs we are examining here consist 

primarily of sandstone which has been produced continuously for over twenty years, it is clear that the 

observed subsidence over Elk Hills is due to compaction.   

The area of subsidence occurs exactly over the 31S reservoir in the deeper Stevens, which can 

account for the broad subsidence seen in Fig. 7.3a.  The area of inflation and the rapidly varying 

subsidence in the center of the area of subsidence (Fig. 7.2a) must be a result of shallow processes.  It’s 

probable that the high subsidence signal seen in the center of the larger signal is a result of local pressure 
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changes in the ESOZ, and that the inflation pattern observed is caused by shallow pressure changes 

associated with water disposal.  As mentioned in the deformation discussion above it is much more 

difficult to achieve large amounts of uplift, compared to subsidence, meaning that the uplift seen in the 

data, if accurate, must be due to larger pressure changes or much shallower depths than the subsidence 

signal.  To model the pattern observed in the InSAR data we use pressure sources in the shape of thin 

elliptical disks for the larger, deeper sources, and thin circular disks to model the shallow behavior.   
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Figure 7.3—(a) Deformation signal and (b) deformation model over Elk Hills in meters. 

 

7.3 Field Scale Results 

Figure 7.2a is the InSAR interferogram that we produced spanning this three year period.  The large 

fringe pattern corresponds to the crest of Elk Hills, the primary production zone, directly over the 

Stevens anticline.  The peak magnitude of the subsidence observed is approximately 10 cm, well above 

the resolution limit of the instruments under good atmospheric conditions.  Detecting this magnitude of 

inflation over this time period was an unexpected result, though the amount of water being disposed of 

in the subsurface is sufficient, under the proper conditions, to cause the observed uplift. 

Using the point source deformation model (Eq. 5.2) we were able to successfully model the 

observed subsidence pattern with reasonable pressure changes in elliptical disks of reasonable size 

corresponding to the SOZ and the Stevens reservoirs.  Examining Figs. 7.2 and 7.3 show clear 

quantitative and qualitative correspondence to the collected data.  This result does not, however, testify 

to the usefulness of InSAR for monitoring CO2 injection.  Even if similar magnitudes of pressure 

changes were to occur in an identical reservoir undergoing CO2 injection there would be approximately 

one tenth of the observed signal.  This is due to the difference between compaction coefficients and 

elastic compressibility discussed previously.  In that case the signal would be approximately equal to the 

sensitivity of the instrument under typical atmospheric conditions and one would have a much more 

challenging task to identify and interpret that signal. 
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8.  Conclusions 
 

8.1 Summary of Results 

While it would be very difficult to accurately predict the values of the physical parameters in a real 

formation either before or after CO2 injection, accurately predicting time-lapse changes from a baseline 

survey is much easier.  Most of the geophysical models used here are either empirical relations or are 

true for an idealized isotropic elastic material.  Using models such as these provide only approximate 

solutions but give valuable insight into the behavior of these systems.   

The results of the above discussions are summarized in Table 8.1.  Not surprisingly seismic, 

being the highest resolution technique, has the widest range of uses and is not limited by geologic setting 

except as previously noted.  The SACS project at Sleipner has certainly confirmed the ability of seismic 

monitoring to track CO2 in the subsurface.  High resolution 3-D seismic is also one of the most 

expensive techniques to use, costing on the order of a million dollars per survey.  While this cost is high, 

when compared to the expected costs sequestration it should not constitute a very significant expense 

(Meyer, 2002). 

These monitoring techniques also need not be used independently.  LBNL conducted at study at 

the Lost Hills field in southern California during a CO2 injection pilot study (Hoversten, 2002).  They 

used both high resolution crosswell seismic and electromagnetic monitoring to find compressional and 

shear velocities as well as conductivity.  Using the combination of these methods they were able to 

separate pressure and saturation changes from RCO2 effects.  Using combination of techniques to 

constrain our models may prove necessary to reach our monitor goals for CO2 sequestration. 

 

 Seismic Electromagnetic Gravity Deformation 

Mass Balance low res. low res. good good 

CO2 Migration good good low res. low res. 

Leak Detection good good low res. no 

Geologic Setting any (no gas) aquifers any oil and gas 

Rock Strength any (soft better) any any soft 

Formation Depth any any shallow shallow 
 
Table 8.1—Summary of the usefulness of geophysical techniques by use and setting. 
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8.2 Future Work 

One of the most important steps in continuing this research would be to participate in a field study.  

Such a study would need to involve site specific characterization for calibration of our rock physics 

models, coupling with flow models to predict the performance of geophysical methods, and detailed 

seismic and electromagnetic forward modeling to predict time-lapse changes.  Comparing these results 

with the inversions of real measurements made as part of the study would yield valuable insight into the 

usefulness of geophysical modeling. 

Another productive area of research would be to develop a monitoring timeline for the cost 

effective and effective monitoring of a given site over its lifetime.  When planning to monitor a reservoir 

for ten to perhaps hundreds of years it no longer remains a simple question of detectability.  The 

monitoring techniques discussed above have survey costs ranging from hundreds of dollars to acquire 

InSAR data, to millions of dollars for high resolution seismic.  This approach would not try to choose 

the absolute best technique, but rather make use of a suite of techniques over the lifetime of a 

sequestration site to carry out the necessary monitoring.  An example of this approach for the monitoring 

of a shallow aquifer might be to use high resolution seismic to monitor the initial injection period, 

followed by microgravity to monitor the containment and dissolution of the waste CO2.  This sort of 

timeline will be site specific, as are the monitoring options discussed in this research. 

Including RCO2 in our models should be very straightforward.  As mentioned in the introduction 

the dissolution is expected to occur on a longer timescale than injection, but as monitoring will not be 

limited to the injection period this effect will need to be accounted for in any long term modeling.  

Changes associated with RCO2 will still, in the long-term, be secondary compared to changes associated 

with saturation changes.  However, it we hope to be able to track CO2 in solution then modeling these 

effects will be necessary. 
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Appendix A:  Green’s Function Derivation 
Once the pressure distribution at depth is determined, the resulting surface deformation may be modeled.  

To achieve this we use the approximation of an isotropic, homogeneous poroelastic half-space.  While 

certainly not an accurate description of the real subsurface, this approximation is capable of providing 

meaningful results (Mogi, 1958; Vasco, 1988). 

Two equivalent methods of solving this deformation problem are either by seeking a Green’s 

Function solution for the displacement potential or by integrating a point Mogi source.  To find the 

Green’s Function solution we introduce a displacement potential for a full space, Ф, such that 
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(Segall, 1992).  In these expressions µ and υ are respectively the shear modulus and Poisson’s ratio of 

the halfspace, p is the pore pressure change and is a function of position, u is the component of 

displacement, and α is the Biot coefficient.  Seeking a Green’s Function solution to the potential for an 

arbitrary pressure distribution results in the solution  
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dV is the differential volume element in which a pressure change p occurs, ξ is the spatial variable for 

the location of the pressure changes, x denotes the measurement position, and G is the Green’s Function 

solution to the Laplacian given by 
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The displacements for a half-space may then be found using the potential field of the pressure source 

and an image source using 
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(Mindlin, 1950), where Ф2 is an image potential reflected across the free surface and the second gradient 

term is defined by 
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This term is introduced to remove the tractions on the x3 = 0 surface.  Evaluating the resultant 

displacements on the free surface gives the desired displacements for an arbitrary distribution of pore 

pressure changes at depth. 
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Like the point source solution in a full-space, the displacements on the free surface from a point source 

in a half-space are purely radial.  This solution assumes that the principle of superposition applies, which 

is a good approximation for the small volumetric strains expected in a reservoir being used for 

sequestration.   

Eq. A.6 may also be found through the Mogi model.  This model, used by Mogi to describe 

deformation induced by pressure changes in spherical magma chambers, applies to spherical sources of 

deformation in an elastic half-space having undergone a volume change ΔV.  Deformation in the Mogi 

model is given by  
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where r is the distance from the center of the spherical body to the point of deformation and σ is the 

deviatoric stress inducing deformation.  In this model there is a non-unique relationship between volume 

change, stress, and the volume of the source.  This relationship has the form 
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where a is the radius of the spherical source.  Poroelasticity (Biot, 1941 and 1956) gives us another 

relationship between the volume strain, deviatoric stress, and pore pressure change: 
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δ is the Dirac delta function and ε is deviatoric strain.  Taking the sum of the principle strains (the trace 

of εij) gives the volumetric strain on an element of rock, 
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Here σkk is the chance in the internal (tensional) stress.  By coupling with these poroelastic expressions 

we get a usable form of the Mogi source for our model  
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Integration of this expression yields Eq. A.6, the same result as the Green’s Function solution using the 

same assumptions.  Using this general result we are able to recover the more specific results used by 

Geertsma (1973), Yang (1988), and Segall (1992). 
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