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Abstract 

 
We present results of an on-going project to assess the applicability in reflection seismology of emerging super 
resolution techniques pioneered in digital photography. Our approach involves: (1) construction of a forward model 
connecting low resolution seismic images to high resolution ones, and (2) solution of a Tikhonov-regularized ill 
conditioned optimization problem to construct a high resolution image from several lower resolution counterparts; the 
high and low resolution images derived, respectively, from dense and sparse seismic surveys.  
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1. Introduction 
 
 Seismic imaging is a technology for building images of the Earth's subsurface based on the propagation of artificially 
created seismic waves - explosions or mechanically-generated vibrations - that penetrate the Earth, reflect at 
discontinuities, and travel back to the surface where they are recorded by arrays of sensors. The construction of accurate 
3-D images of  the Earth’s subsurface is extremely computationally and data intensive, requiring dense seismic surveys, 
data volumes in the order of 10-15 terabytes, and 3-D parallel applications running on thousands of processors. This cost 
is compounded in 4-D seismic imaging, where a sequence of time-lapse seismic images is required to monitor a time-
evolving process below the Earth's surface.  
 
In this article we outline a novel, cost-effective, 4-D procedure based on reverse time migration [3], an advanced 
application for building high-quality seismic images. We do not attempt to image below the diffraction limit. Our 
procedure relies on a much smaller than normally required set of shot-gathers, i.e. seismic sources and associated 
sensors, and is thus much less expensive than conventional 4-D monitoring with dense surveys. Furthermore, it can 
improve the resolution of seismic images by incorporating what would be the effects of added sources.  We  interpret a 
sparse collection of shot-gather images as observation points, and apply a compressed sensing [5, 6, 8] methodology to 
recreate the seismic image that would have been obtained with a full set of  shot-gathers. The procedure presents the 
advantage of requiring fewer sources, considerably lower operational costs, less data, and significantly less processing. 
In a continuing project the relevant algorithms will be implemented on graphical processing units (GPUs) with expected 
improvements in price/performance.  
 
To assess our procedure we used a 3-D geologic model consisting of a shallow coal layer below the Earth’s surface with 
corresponding overburden and underburden.  We modeled the injection and sequestration of  CO2 in the coal layer, and 
simulated 4-D seismic monitoring of this process with both, dense and sparse seismic surveys. The objectives were:  
 
1. To detect with seismic images the leakage of CO2 to an overlaying sand unit. 
 
2. Using the sparse survey data, to reconstruct  the high resolution images obtained with the dense survey. 

Visual Information Processing XX, edited by Zia-ur Rahman, Stephen E. Reichenbach, Mark A. Neifeld, 
Proc. of SPIE Vol. 8056, 80560C · © 2011 SPIE · CCC code: 0277-786X/11/$18 · doi: 10.1117/12.883629

Proc. of SPIE Vol. 8056  80560C-1

Downloaded from SPIE Digital Library on 02 Dec 2011 to 171.64.173.107. Terms of Use:  http://spiedl.org/terms



 

 

The organiza
algorithm. In
synthetic mo
comment on 
 
 

Reverse time
spurred much
performance 
wave equatio
of the receiv
gathers. By 
implementati
medium. The
conditions fo
to this paper 
which involv
gather), and t

Figure 1. Cro
is a correspon
volume.  
 
The RTM alg
domain-deco

ation of our p
n Section 3 we
del used for ev
the computatio

e migration (R
h interest in re
improvements

on is solved for
ver and source

far the most 
ion of RTM, w
e algorithm is 
or shot and rece
are: (1) the hig

ves calculating
then stacking t

oss-section schem
nding shot-gath

gorithm paralle
omposition in t

aper is as foll
e give an over
valuation and d
onal challenges

RTM) is an ad
ecent years due
s in computer 
r both the sour

e wave-fields (
computationa

we used an ex
2nd order accu
eiver waves we
gh quality of th
 each 3-D sho

the shot-gather 

matic of a shot-
her and resultin

elizes at three 
the physical do

lows. In Secti
rview of the c
describe our pr
s we faced, and

2. Reverse

dvanced but c
e to: (1) its ab
hardware that

rce and receive
(i.e., zero-lag 
ally intensive 
xplicit finite-d
urate in time a
ere given, and 
he resulting sei
t-gather image
images to buil

-gather (above) 
ng 3-D shot-gath

levels: (1) sho
omain, and (3)

on 2 we give 
compressed se
rocedure. In Se
d  on our use o

e Time Migr
 

computationally
ility to image
t have enabled
er wave fields.
cross-correlati
part of  RTM

difference solv
and 8th order a
absorbing boun
ismic images a
e (the image v
ld the desired 3

and resulting s
her image. The 

ot-receiver pair
) vector-paralle

a brief descri
ensing methodo
ection 5 we pre
of cloud compu

ration. 

y expensive se
complex subsu

d its routine us
 This is follow

ions) which ar
M is the solu
er for the 3-D
accurate in the 
ndaries specifi

and (2) the char
olumes obtain
3-D image volu

seismic image (b
sum of all shot

rs handled in a 
el calculations

iption of the r
ology. In Sect
esent results. F
uting in this pro

eismic imagin
urface targets 
se in industry. 
wed by point-by
re summed ov
ution of the w
D wave equatio

spatial variab
ied. The key as
racteristics of i
ed by processi
ume.  

below).  For eac
t-gather images 

data-parallel f
s of the Laplac

reverse time m
tion 4 we desc
Finally, in Secti
oject. 

ng technology 
accurately, and
In RTM the t

y-point multip
ver time and o
wave equation
on in a hetero
les. Appropria

spects of RTM 
its computation
ing each separa

 

ch source locati
gives the desir

fashion, (2) ov
cian, source ter

migration 
cribe the 
ion 6 we 

that has 
d (2) the 
two-way 

plications 
over shot 
. In our 

ogeneous 
ate initial 

relevant 
nal flow, 
ate shot-

ion, there 
ed image 

erlapped 
rms, and 

Proc. of SPIE Vol. 8056  80560C-2

Downloaded from SPIE Digital Library on 02 Dec 2011 to 171.64.173.107. Terms of Use:  http://spiedl.org/terms



 

 

time-updates
streaming m
price/perform
 

 
Figur

 

 

 
In [7] Cao e
known exact
exceeding th
where N is th
seismic imag
 

 
Compressed 
is as follow
combination 
the correspon

s. For a GPU 
ode. A compl

mance over con

Figure 2a “S

re 2b Shot-gath

et al demonstra
tly. Their test
e Rayleigh res
he number of 

ges by recreatin

sensing is a fu
ws: Assume an

of functions in
nding transform

adaptation, th
ete GPU impl

nventional imp

Survey Domain”

hers  (left),  and 

Figure 2c. 

ated the super-
ts with synthe
solution limit s
shot gathers. B
ng virtual  shot

undamental new
n image, give
n a possibly red
mation matrix: 

m = T

e vector-parall
lementation of
lementations o

”, i.e. positions

 cross-section v

Cross-section v

-resolution and
etic data show
significantly, w
By using comp
t-gather images

3. Comp

w technology d
n as an N-di
dundant basis. 
                      

T x  

lel calculation
f RTM scales,
on traditional h

 
of receivers and

 

view of correspo

view of “stacked

d super-stackin
wed that under
with an enhanc
pressed sensing
s and incorpora

 
pressed Sens

developed by D
mensional vec
 Let x be the v
                 

ns are blocked
and delivers

hardware [14].

 

d sources (“sho

onding 3-D shot

 

d” 3-D image vo

ng properties o
r these circum
ement of the s

g it is thereby p
ating them in th

sing 

Donoho [8] an
ctor m, can b

vector of coeffi

                 

, pipelined, an
order-of-magn

ts”) on Earth’s

 

t-gather image v

olume  

of RTM when
mstances RTM
signal by a fact
possible to inc
he stacking pro

d Candes et al
be represented
icients of m in 

nd arranged in
nitude improve

 surface 

volumes (right)

n the velocity m
M has the pote

tor proportiona
crease the resol
ocess.  

l [5, 6].  The ba
d sparsely as 
this basis, and

  (1) 

n a data-
ement in 

) 

model is 
ential of 
al to N1/2 
lution of 

asic idea 
a linear 

d let T be 

Proc. of SPIE Vol. 8056  80560C-3

Downloaded from SPIE Digital Library on 02 Dec 2011 to 171.64.173.107. Terms of Use:  http://spiedl.org/terms



 

 

Sampling the
of samples of
to seek the sp
 

Once  x is fou

Since K<<N,
system of eq
(2). The usua
mathematica
nonzero com
missing data 
the data is e
commonly us
 
An alternativ
 
                     

where γ is a r
and extend th
and  the set y

 
The injection
emissions int
acceptability 
field crews le
et al [21] in
sequestration
representing 
It includes fo
shown black
different shad
 
 
 
 
 
 
 
 
 
 
                       

 
A dynamic re
model a ten-y
rock properti

e image involve
f m,  the objec
parsest vector x

und , the recon

, the matrix A 
quations with in
al procedure is 
lly proved und

mponents.  Zha
y, and remark
ssential. The w
sed for T. 

ve to finding th

                       

regularization 
he procedure o
y of observatio

n, adsorption,  
to the atmosph
of this strateg

ead time to low
nvestigated the
n in shallow c
the Big Georg
our water disp
. A thin semi-p
des of gray.  

            
F

eservoir simula
year CO2 injec
ies specified in

es a selection o
tive is to recon
x such that  

nstructed image

= P T is rectan
nfinite possibl
to find a solut

der certain con
ang in [22] ha
ed that the pro
wavelet, curve

he minimum L1

x:  min ( ||A u

parameter, and
of equation (3) 
n points as a su

and storage of
here, with the p
gy depends on 
wer the formati
e effectiveness
oal beds, and 
e coal seam in 

posal wells at t
permeable shal

Figure 3. Earth 

ation model of
ction process. T
n the geologic

or projection m
nstruct the imag

y = P T x

e m is obtained

ngular with ma
e solutions. Th
tion x that amo
nditions [5, 6,
as a brief disc

oper selection o
elet, and discre

 norm solution

u – y||2  + γ ||u||1

d  x is a solutio
to higher dime
ub-array of m.

4. C

f CO2 in coal 
production of d
the ability to d
ion pressure be
s of time-laps
to this effect 
the Powder R

the corners an
le layer and ov

model with CO

f the coal and o
The CO2 satur
c model, were 

matrix  P of  ran
ge m from the

d from  m = T 

any more rows 
he approach fo
ong all others  h
, 8] ) that the 
cussion on ne
of the matrix T
ete cosine (DC

n is the Tikhon

)    u  in RN   

on to the minim
ensions, interpr
 An outline of

 
Case Study 

beds has been
desorbed CH4 p
detect early lea
efore the gas r

sed seismic im
developed a g
iver Basin in W

nd one CO2 inj
verlying sand u

O2 injection wel

overlaying sand
rations and pre

processed wit

nk K<<N.  Giv
samples y.  Th

 

x.  

than columns,
or finding x in
has the minimu
solution x of

cessary condit
T is the key issu
CT) transforms

nov regularizati

                         

mization probl
reting m as a 2
f our approach 

n considered as
partially cover
akage of CO2 t
eaches the surf

maging with R
geologic mode
Wyoming [9]. T
jector in the c
unit are white.

ll and water dis

d (derived from
essures predicte
th rock-physic

ven a K-dimens
he approach in 

, and equation 
nvolves  a nonl
um L1 norm. T

f  minimum L1

tions for the s
ue. In this rega
s are some of t

ion: 

    

em.  In the pre
2-D array of  3
is given at the 

s a strategy to 
ring the operati
to overlying g
face. In an ear

RTM to monit
el and a reserv
The Earth mod
center. In Fig. 

The overburd

sposal wells 

m one built by 
ed by the reser
cs correlations 

sional vector y
compressed se

 (2)

(2) is an undet
linear regulariz
The premise be
1 norm has th
successful reco
ard, prior know
the generic tra

 (3) 

esent paper, we
-D shot-gather
end of Section

reduce CO2 in
ional costs [1, 
eologic units, 
lier study Zara
tor CO2 inject
voir simulation
del is outlined i
3 the coal res

den layers are s

Ross [17]) was
rvoir simulator

[13] to constr

y = P m 
ensing is 

termined 
zation of 
eing (and 
e fewest 
overy of 

wledge of 
ansforms 

e modify 
r images, 
n 4.  

ndustrial 
16]. The 
and give 
antonello 
tion and 
n model, 
in Fig. 3. 
ervoir is 

shown in 

s used to 
, and the 
ruct 3-D 

Proc. of SPIE Vol. 8056  80560C-4

Downloaded from SPIE Digital Library on 02 Dec 2011 to 171.64.173.107. Terms of Use:  http://spiedl.org/terms



 

 

velocity field
generated. F
beginning an
of its superio
that the CO2
CO2 injectio
velocities at t
 

 

Figure 4. Dep
(right)  
 
The purpose 
images with 
observation p
the high-reso
  
In our case st
= 0)  baseline
a  regular 4 x
shown in Fig
 
  

 
 
Figure 5. Are
shot-gather im
“small” set of
volumes from
 
The first step
by minimizin

ds at the start 
inally, RTM w

nd end of the te
or imaging cap
 plume, predic

on (year = 10)
the same depth

pth slice of CO2

of our study is
sparse instead

points, and usi
olution image b

tudy, we consi
e image volum
x 4 (low densi

gure 5. 

  

al location of sh
mage volume ob
f source location

m all shot locatio

p was to recons
ng the sum of: 

and end of CO
was used to b
en-year CO2 in
pability and its
cted by the rese
).  In figure 4 
h below the Ear

 

2 gas saturatio

s to show that b
d of dense seis
ing a Tikhonov
by stacking. 

idered a 32 x 3
me was known,
ity) sub-array 

 

    

hots (sources) in
btained with RT
ns on the right a
ons on the left, a

struct the entir

O2 injection. S
build  3-D seis
njection proces
s ability to han
ervoir simulato
shows a comp

rth’s surface. 

on volume (lef

by applying co
smic surveys. 
v-type methodo

32 (high-densit
 but that the ye
of shot locatio

 

                       

n high and low 
TM. We interpr
as the observati
and obtain the f

e set of 1024 s

Seismic survey
smic image vo
ss (year = 0 an
ndle noise typi
or, was clearly 
parison of CO

 

 
ft), seismic ima

ompressed sens
The idea is to
ology to infer t

ty) array of sho
ear = 10 was n

ons.  The shot

        

density seismic
reted the subset
ion points. The g
final (high-reso

shot-gather ima

ys were simula
olumes represe

nd year = 10, re
ical in shallow
detected in the

O2 gas saturati

   

age volume(ce

sing it is possib
o consider a sm
the missing sh

ot locations.  W
not, except for
locations for t

 

c surveys. Each 
t of  3-D shot-ga
goal was to reco

olution) image v

ages from the 

ated, and synth
enting the Ear
espectively).  W

w coal reservoir
e seismic imag
ion, the seismi

enter), and aco

ble to obtain th
mall subset of 
hot-gather imag

We assumed th
16 shot-gather
the high and lo

     

 

shot location co
ather image vol
onstruct the 3-D
volume by stack

16 available on

hetic seismic d
rth’s subsurfac
We used RTM 
rs. Our results

ge volume at th
ic image, and

oustic velocity

he same quality
shot-gather im

ges needed to c

e high-resoluti
r images obtain
ow density sur

  

orresponds to a
lumes derived f
D shot-gather im
king. 

nes. This was a

ata were 
ce at the 

because 
s showed 
he end of 

acoustic 

 

yvolume  

y seismic 
mages as 
construct 

ion (year 
ned from 
rveys are 

a 3-D 
from the 
mage 

achieved 

Proc. of SPIE Vol. 8056  80560C-5

Downloaded from SPIE Digital Library on 02 Dec 2011 to 171.64.173.107. Terms of Use:  http://spiedl.org/terms



 

 

 
1.  The L2-norm of the residual between observations and predictions. 
 
2.  A regularization parameter multiplied by the discrepancy between the L2 norm of the prediction and its estimated 
value.   
 
For proof of concept we used Daubechies D4 wavelets which gave sparse representations of the baseline image data and 
we deemed adequate for our purpose. [A learned dictionary, by optimally adapting itself to the features of the data, 
would appear a better choice of basis functions, and will be considered in future work.] 
 
Our objective was to reconstruct the high-resolution image volume at year = 10. To each  point p in the image volume 
we associated the array of contributions to its amplitude from all 32 x 32 = 1024  shots in the dense survey. These 
contributions constituted a 32 by 32 array we call the image-point gather of p. The image-point gathers of each points p 
in the image domain were presumed unknown except for the 4 by 4 sub-grid of contributions from the observations 
(given 16 shot-gather images). Our goal was to reconstruct the 32 by 32 image-point gather of each point in the image 
volume. Once an image-point gather was reconstructed, the sum of its array values gave the amplitude of the 
corresponding point (“voxel”) in the high-resolution image volume.     
 
We proceeded as follows. From an analysis of the high-density survey at year = 0, where we knew all image-point 
gathers, we found the indices of the few dominant wavelet coefficients of each.  These indices determined how each 
point in the geologic structure was imaged as the shot location varied. Since the geologic structure was time invariant, 
we assumed the indices of the dominant wavelet coefficients of each image-point gather to be the same in year 0 as in 
year 10 (although their amplitudes would change as the injected CO2 accumulated below geologic layers). The problem 
of  reconstructing the image-point gathers  thus became that of finding the amplitudes of their relatively few dominant 
wavelet coefficients. This we accomplish by solving, for each point in the image volume, the optimization problem 
 
                               x:  min u ( ||A u – y||2  + γ  | ||u||2 - Eest| ),     u=[ud;0] in RN ,                          (4) 

where Eest was the estimated L2 norm of the sought image-point gather (an additional piece of information), γ was a 
regularization parameter, ud the vector of  dominant two-dimensional D4 wavelet coefficients of the image-point gather, 
and 0 the remaining zero-amplitude coefficients. Once the solution of (4) was found, we took an inverse two-
dimensional D4 wavelet transform, added the array values, and aggregately imaged each point in the desired high-
resolution volume. 
 

  5. Results and Conclusions  
 
In Figure 6, we show a particular 32 x 32 image-point gather (for a “pixel” of coordinates x = 100, y= 100) derived from 
a dense set of shot-gathers. By solving Equation 4 and taking an inverse 2-D wavelet (D4) transform, we reconstructed 
an approximation using observation values on a 4 x 4 sub-grid. The left panel shows the 32 x 32 image-point gather 
obtained with the full set of shot-gathers.  The right panel shows the observation points used to reconstruct the particular 
image-point gather. In Figure 7, on the right panel we show the location of its dominant wavelet coefficients (derived 
from the baseline year = 0 survey), and on the left the image-point gather that was reconstructed with the 16 
observations. In Figure 8, we compare  the same  depth slice of  three 3-D seismic image volumes: (a) using  1024 shot 
gathers with shot locations on a 32 x 32 grid, (b) using  16 shot gathers with shot locations on a 4 x 4 sub-grid, and (c) 
our final result, the super-resolved depth slice constructed with 16 shot gathers. 
 
For compressed sensing to be successful, the normally acquired data must be redundant in terms of  its information 
content.  Under such circumstances it is sufficient to acquire a smaller (in many cases  much smaller) data set.  This 
appears to be the case with seismic data. Our work suggests that a significant cost reduction in field operations is 
possible since the number of shot-gathers dominates the cost of a land survey, and this number can be reduced 
significantly without loss of quality in the reconstructed seismic images.  Alternatively, applying a compressed sensing 
to image data from a seismic survey, it is possible to construct the (super-resolved) seismic images that would have been 
obtained with a much denser survey.   The results and procedures presented are part of an on-going effort to apply 
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(1) Jacket from AccelerEyes, (2) Parallel Toolbox from MathWorks, and (3), a C++ solution using NVidia’s 
NsightParallel IDE.  A major drawback was that none of these options offered the flexibility of Matlab to easily develop 
and modify code.  It also seemed too early in our research to justify the effort required in a GPU implementation.  
Another  drawback was that we did not have  one standard GPU platform,  but a variety of  systems with  inconsistencies 
in terms of   the  type and number of processors, the operating system, and  the availability of tools and libraries.   

This prompted us to explore the possibilities of cloud computing through Amazon Web Services (AWS), with Octave as 
a cost-efficient alternative to Matlab.  We selected Ubuntu Linux because of it is stability and good support of Octave,  
and during off-hours  ran 40,950 compressed sensing jobs required in the example of Section 6 (to recreate all  image- 
point gathers needed for a depth slice of dimensions  210 x 195). With 500 instances (machines in the cloud) we 
completed all jobs in about 4 hours. The availability of a very large number of computers,  just and only when needed 
and at a very low cost, was a fundamental research-enabling tool. Cloud computing facilitated our work, allowing an 
efficiency  not possible with traditional venues. Learning and effectively using cloud computing was an unanticipated 
but valuable part of our project.  
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