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Abstract 

A synthetic benchmark reservoir is built after the Clair field located west of the Shetland Islands 

on the UK continental shelf.  This is done as a first step towards evaluating the usefulness of using a 

single deterministic Discrete Fracture Network (DFN) model from a well-studied area in predicting 

performance in relatively underexplored adjacent zones.  

Instead of building models from  given data this exercise assumes a complete knowledge of the 

subsurface and creates a robust synthetic dataset comprising  2 million grid cells with details on geology, 

geomechanical and geophysical properties.  It starts with a simple three-layered subsurface geology 

reflecting aeolian, fluvial and coastal environments and four major sealing faults that dissect the domain 

into a “core”, “graben” and a “horst” area. The entire reservoir is populated with relevant facies 

properties, porosity and permeability. Fracture intensity and orientation values are computed from 

geomechanical constraints.  Finally, a set of seismic attributes, e.g. P- and S-wave velocities and 

impedances, are generated for the reservoir.   

A subset of this data within the middle-layer of the core region is considered to be the “area of 

interest”.  This region is populated with fractures by invoking a DFN model and talking into account 

fracture intensity and orientations from geomechanical constraints. It is then demonstrated how the 

presence of these fractures influences various flow responses within the area of interest.  

1. Introduction 

Reservoir forecasting is an important and difficult challenge in both conventional and 

unconventional resources that comprise fractured rocks. Unlike un-fractured systems, where the 

modeling comes down to structure and rock properties, the addition of planar features in the modeling 

workflow poses considerable challenges. Building a detailed Discrete Fracture Network (DFN) model 
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from geological understanding and interpretations is one avenue. While very complex and accurate in 

terms of geology these offer a deterministic perspective with little room for assessing uncertainty, 

hence quantitative forecasting of recovery is questionable. Jung et al (2013) has shown that a DFN 

model can be upscaled to a binary indicator grid identifying those cells acting as a dual medium, as well 

as all effective matrix and fracture properties. It can be then used as a training image for generating flow 

models with MPS that enables quantification of uncertainty. It remains to be tested whether this 

concept can be applied to more complex and realistic problems.  

This report documents the initial steps of the workflow for a project that addresses the 

following question: can a detailed deterministic fracture network (DFN) model of a reservoir with data 

from one production phase be used to forecast recovery during a later phase in a new, relatively 

underexplored zone thereby, answering questions related to uncertainty? The technique outlined in 

Jung et al. (2013) can be potentially applied to this problem but creating a training image in this case is a 

major challenge because a hydrocarbon reservoir is a complex earth system delineated by various types 

of characteristics, for example geological, petrophysical, geophysical, and fluid dynamic properties. 

Synthetic data are therefore very useful for extensive testing of any proposed algorithms for reservoir 

modeling, characterization, forecasting, and management before applying them to real cases. Such a 

synthetic dataset is thus generated after the Clair field by creating a “geologically realistic” reservoir 

assuming complete knowledge of the subsurface. The present research deals with this aspect of the 

problem and endeavors to take an atypical approach thereby bypassing standard “modeling” strategies.  

Over the past few decades, the Stanford Center for Reservoir Forecasting (SCRF) created several 

synthetic reservoirs with the purpose of testing algorithms suggested by the research group of SCRF, 

such as the Stanford V (Mao and Journel, 1999) and the Stanford VI reservoir (Castro et al., 2005). This 

report documents the description of a typical fractured reservoir built after the Clair field located west 

of the Shetland Islands on the UK continental shelf.  It has a relatively simple “layer cake” like structure 

that comprises three layers reflecting aeolian, fluvial and coastal environments. A set of faults dissect 

the entire domain into a “core”, “graben and “horst” conforming to an extensional setting as observed 

in the Clair field.   

Petrophysical properties computed for this reservoir mainly utilizing the concepts laid down in 

Castro et al. (2005) and Lee and Mukerji (2012) correspond to the classical porosity, density, 

permeability and seismic P-wave and S-wave velocities. Additionally, the presence of fractures in the 
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sand facies of the middle-layer is taken into account for recalculating seismic attributes which are 

subsequently filtered and are smoothed to obtain realistically looking “true reservoir responses” as 

would have been obtained from actual seismic acquisition and modeling. Finally, the effect of fractures 

on flow is studied by choosing a smaller “area of interest” within the domain and adding a set of injector 

and producer wells.   

This report presents a detailed description of the workflow and computations/techniques thus 

implemented for generating the synthetic reservoir. At a later stage, this will be ultimately used to test if 

detailed DFN modeling of one zone with known subsurface data can be used as training images to create 

multiple realizations that can help capture uncertainty thus predicting the performance in a newer zone. 

2. Workflow 

 The workflow for creating the synthetic Benchmark reservoir is shown in Fig.1. It is divided into 

three major parts depending on which aspect of the process it describes. These are: building structural 

framework, creating reservoir properties and simulating reservoir responses. The figure describes the 

manner in which these various aspects of the workflow are inter-connected and leads from one part to 

another. The generation of fractures and how their properties are used for computing other geophysical 

and flow properties is an important focus of this work flow. 

Horizons and faults created in SKUA from published maps and cross-sections forms the 

backbone of the Structural Framework of the Becnhmark reservoir. The “geologic grid” created on this 

“framework” comprises discrete grid blocks to be populated with various geologic and petrophysical 

properties. Fault throws and curvatures were deterministically generated by perturbing the structural 

framework in order to give it a “realistic look” akin to the “core”-“horst”-“graben” structure of the Clair 

field and strain was computed from the deformation of the structure thus created.  

A set of seven facies were created for the top and middle layer by employing object based 

modeling in SGeMs and exported to SKUA. Porosity in each facies was simulated using the sequential 

Gaussian simulation algorithm SGSIM and then permeability was co-simulated with co-located porosity 

by the COSGISM algorithm. P-wave and S-wave velocities are obtained from the simulated porosity 

using well known rock physics models. Elastic modulus, Lame’s parameters, Young’s modulus and 
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Poisson’s ratio are computed from P-wave and S-wave velocities. Stress was calculated from strain 

values and elastic properties by implementing Hooke’s law.  

Fracture intensity was computed from two different sources: distance to faults thus creating 

“damage zones” and intensity from rock failure criteria using stress and rock strength. Further, the 

maximum principle strain direction was used to approximate the normal to mode-I (open mode) 

fractures thus leading to fracture dips and dip azimuth distributions. A smaller area of interest was 

chosen in the “core” region and a FlowGrid was created by coarsening the Geologic Grid in SKUA and a 

DFN was built. The fracture porosity, permeability and intensity were upscaled in the FlowGrid. The 

fracture intensity is used for creating a binary indicator grid identifying cells that will contain dual and 

single media properties for flow simulation. 

The final stages of the workflow describes how initial fluid saturation and oil-water contact 

(OWC) is taken into account for calculating elastic properties and seismic responses. This is followed by 

addition of two producer and three injector wells and simulating the “area of interest” for flow using 

commercially available software 3DSL. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Workflow used for building the Benchmark reservoir. The green boxes indicate part of the workflow that 

mainly deal with fractures. The blue and yellow boxes indicate “static” and “dynamic” realms respectively. 
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3. Structure and Stratigraphy  

To keep things simple yet meaningful, the reservoir is created with 3 units or layers, 

each reflecting a different geological environment. Five horizons are created that define these 

units and a number of faults are added that dissect them, thus introducing structural 

complexities that somewhat reflect the core-graben-horst structure of the Clair field. Maps and 

cross-sections (e.g. Fig 2) of the Clair field are used as a guideline for creating the structure and 

stratigraphy of the synthetic Benchmark reservoir.  

Figure 2: Map and 

cross-section 

showing structural 

setting of the Clair 

field on the North 

Sea (Morton and 

Milne, 2012). 

 

 

 

Fig. 3 shows the structural and stratigraphic “model” of the Benchmark case built after 

the Clair field. A comparison between Figs 2 and 3 shows how the synthetic data (“model”) is 

influenced by “reality”.  SKUA requires a “Geologic Grid” to be created on this framework for 

populating with geologic properties. Each of the three layers hasnan average thickness of 150 

meters and is discretized into 50 vertical grid blocks. The details of how the structure and 

stratigraphy was created in SKUA the gridding process is found in Appendix-II.  

Figure 3: Structural and Stratigraphic model of Benchmark reservoir showing faults, horizons and the core-horst-

graben structure. Faults separating core, graben and horst colored red others are yellow 



6 

After the structural components of the Benchmark reservoir are created and the domain 

gridded, the reservoir is populated with facies that represent different depositional 

environments changing from terrestrial to shore face (Fig. 4). The environment for the bottom 

layer is arid, terrestrial environment where eroded sands are wind deposited. The major 

lithofacies is aeolian sandstone. In the middle layer, the lower part consists of fan and fan 

channels where the slopes of surfaces changes from steep to gentle. In its upper part, the 

middle layer contains fluvial channels that run perpendicular to the fans. Remaining areas 

where none of the three facies are present are considered as floodplain and males up about 

50% of facies proportion. The lithofacies in the middle layer is thus comprised of fan, 

fanchannel, channels, and floodplain. The top layer reflects a coastal environment where 

terrestrial channels meet sea and have lobes at the mouth of channels.  The lithofaices for the 

top layer thus consists of channel, lobes, drapes, and floodplain, the latter serving the same 

purpose as in the middle layer but comprises about 80% of total facies proportion in the layer. 

Proportion of non-sand faices in the top layer is higher than other layers such that the top layer 

is a less favorable exploration target. 

  The facies are built using SGeMS (Stanford GEostatistical Modeling Software) and are 

later imported into SKUA and integrated with the main model. A built-in object-based modeling 

module in SGeMS, SGeMS-TetrisTiGen that implements simplified geometric representations of 

geological features for generating training images of geological systems is employed for the 

purpose. The details of this are documented in Appendix-II.  

         

Figure 4: Facies model of top, middle and 

bottom layers. Inset: slice through the 

middle layer showing fans, fan-channels 

and channels 
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4. Porosity and Permeability Distributions 

4.1 Matrix Porosity  

Porosity is simulated by using SGSIM for each facies individually such that the values 

would change sharply across facies boundaries. As discussed earlier, the geological setting of 

the benchmark reservoir varies from arid terrestrial in the bottom layer to fluvial fan and 

channel in the middle to shoreface in the top layer. The aeolian sand is assigned relatively high 

porosity while the middle layer is created with low porosity values. The top layer is populated 

with porosity values larger than the middle layer. The porosity of middle layer is kept low 

because we wish to study the effect of presence of fractures in a low porosity-permeability 

unit.  

Details of target histograms and variograms for each facies can be found in Appendix-III. 

One of the simulation results from unconditional SGSIM that was created by using the target 

histograms and variograms is chosen as the “true” matrix porosity of the benchmark reservoir. 

Fig. 5 shows this “true”, matrix porosity while Fig. 6 shows histograms of porosity for each 

layer. The Top layer shows a flat curve for the higher porosity values because the highly porous 

sand facies is low in proportion compared to the low porosity floodplain sediments. On the 

other hand, the middle layer has higher proportion of sand facies but the sand in this layer is of 

lower porosity than the sand in the top layer. 

 

Figure 5: Matrix porosity of all three layers 
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Top 

 

Middle 

 

Bottom 

Figure 6: Layer wise histograms for porosity  

4.2 Matrix Permeability 

This section describes how the reservoir is populated with matrix permeability values, i.e. 

without considering presence of fractures. The following assumptions are made for our 

purpose: 

- Matrix permeability is a function of porosity 

- Matrix permeability is isotropic  

The Kozeny-Carman relation is used to derive matrix permeability from porosity. Though 

Kozeny-Carman relation requires tortuosity, ratio of flow path length to sample length, and 

diameter of representative sphere of packing grains, we did not explicitly define tortuosity and 

diameter of packing. We use the following Kozeny-Carman equation to populate permeability 

from porosity. 

          
      

 

           
    

  is percolation porosity where fluid able to flow. We set       for the synthetic reservoir. 

If the porosity is 2%, only 1% (0.01 = 0.02 – 0.01) contribute to permeability. For the non-sand 

facies – floodplain and drape – we use coefficient value of 10,000 md and 50,000 md for sand 

facies. In reality, vertical permeability and horizontal permeability may be different by orders of 

magnitude and can be easily accommodated for by having a multiplier in the flow simulation 

section. Thus, we have not explicitly defined the kv/kh ratio in this section.   
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Fig. 7 shows histograms of log-transformed permeability values for each layer. The 

shapes of the permeability histograms approximate those of porosity. Since the top layer has 

higher proportion of non-sand faices, it has higher proportion of low permeability values. The 

sand facies in the top layer have much higher values than those of middle layers. In the middle 

layer, the proportion of sand faices is much higher than the top layer. Permeability of the 

bottom layer varies from tens of milli-darcy to hundreds of milli-darcy up to a thousand.  

 

 

 

 

 

Figure 7: Histogram of log10(permeability) of top, middle and bottom layer  
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Fig. 8 is the Benchmark reservoir showing matrix permeability. The middle layer has lowest 

permeability values even in sand facies. We have created the permeabilities such that the 

difference between the three layers is quite distinct even without introducing the oil-water 

contact or generating fractures. The top layer has higher porosity and permeability for sand 

facies but sand proportion is very low. The middle layer has relatively low porosity and matrix 

permeability. But the chance to hit the sand facies is much higher than the top layer. The 

bottom layer has not only high porosity and permeability but also highest sand proportion. But 

it is the deepest layer where we may expect to have more cost to drill. Since it is the lowest 

layer, certain proportion of the bottom layer may not be filled by hydrocarbon depends on how 

we set an initial water oil contact on the synthetic reservoir.  

 

 

 

 

Figure 8: Synthetic reservoir colored 

by magnitude of permeability (all 

three layers) 
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5. Petrophysical Properties 

This section describes how petrophysical properties of the benchmark reservoir – bulk 

density, seismic velocity, and elastic attributes are generated from faices and porosity values. 

The top and bottom layers will not be populated with fractures and hence, the properties 

generated here are the final values on fine scaled geologic grid. The concepts and 

methodologies used are borrowed from Castro et al. (2005) and Lee and Mukerji (2012).  The 

specific values of the mineral proportions and input parameters are shown in Table 4. For the 

middle layer, effective medium will be discussed after the section on fracture generation. 

5.1 Matrix Density  

The bulk density of matrix filled with pore water is calculated by using simple volumetric 

average of mineral component in each facies and pore fluid. The bulk matrix density with fluid 

can be calculated from the following equation: 

            ∑          

 

   

 

Where   is porosity,     is density of pore fluid,       is volume fraction of each mineral 

component and     ) is the density of each mineral component. It is assumed that the mineral 

components and their proportion do not vary within the same facies. Thus, porosity and fluid 

saturation are the only parameters that control the variation of all petrophysical properties 

within the same facies. This assumption does not affect flow responses but may introduce 

narrow range of responses on seismic attributes.  

Table 4 Mineral fractions of each facies in the benchmark reserovir 

 Quartz Clay Feldspar Rock 

fragments 

Kaolin Hematite 

Floodplain 0.3 0.65 0 0.05 0 0 

Channel_Top 0.65 0 0.2 0.15 0 0 

Drape_Top 0.1 0.85 0 0.05 0 0 

Lobe_Top 0.55 0.15 0.15 0.15 0 0 

Channel_Middle 0.65 0.08 0.05 0.18 0.02 0.02 

Fan_Middle 0.45 0.03 0.15 0.35 0.01 0.01 

Fanchannel_Middle 0.6 0.1 0.05 0.23 0.01 0.01 

Aeorian_Bottom 0.8 0.2 0 0 0 0 

 

Table 5 shows the density and elastic properties of each mineral component. Although the 

Benchmark reservoir is a generic one and does not bear any resemblance to any existing field, 



12 

we have tried to borrow certain properties, e.g. the mineral components and their the 

proportion of mineral in the middle layer in this case, from the Upper Carboniferous sandstones 

of southern North Sea basin (Cowan, 1989)  

Table 5 Density and elastic properties of minerals (source: Mavko et al., 2009) 

 Density, g/cc Bulk modulus (K), GPa Shear modulus (G), GPa 

Quartz 2.65 36.6 44 

Clay 2.5 21 9 

Feldspar 2.63 75.6 25.6 

Rock fragments 2.7 80 20 

Kaolin 1.85 1.5 1.4 

Hematite 5.24 100.2 95.2 

 

Table 6 shows the properties of reservoir fluid. More detailed information about hydrocarbon 

properties on the reservoir will be discussed in flow response section.  

Table 6 Brine and oil properties and composition 

 Density, g/cc Bulk modulus (K), 

GPa 

Salinity, ppm Gravity, API 

Brine 1.00 2.70 20,000 - 

Oil 0.9134 1.72 - 23 

 

In this section, all properties are calculated by considering brine saturated case i.e. setting brine 

as the reference fluid. Fluid substituted properties will be updated after reservoir 

compartmentalization and initial oil-water contact (OWC) is discussed in a following section. 

The following figure shows brine filled bulk density. Since the sand facies in the top layer has 

higher porosity than those of middle layer, density contrast between sand and non-sand facies 

in the top layer is more significant.   
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Figure 9: Synthetic reservoir colored by magnitude of density (All three layers) 

 

5.2 Seismic Velocity of Bulk Matrix 

To generate elastic properties, either empirical relations based on laboratory 

experiments or theoretical models are needed to calculate velocity and/or elastic modulus from 

the porosity and mineralogy. This research follows Castro et al. (2005) and uses a theoretical 

model for P-wave velocity of sand facies and empirical relations for S-wave velocity of sand 

facies and P- and S-wave velocity of non-sand facies.     

5.2.1 P wave velocity: Sand facies 

The constant cement model of Avesth et al. (2000) is used for sand facies. This is a 

theoretical model for predicting the bulk modulus and shear modulus of dry sandstone which 

has a constant volume of cement deposit on grain surface.  Equations for the constant cement 

model can be found in Appendix-V. Table 7 shows the parameters used in this model and their 
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values. Critical porosity is a porosity threshold for mineral-pore fluid suspension. It is assumed 

the maximum porosity for sand where all grains are in contact with each other is 38%. By 

having constant cement starting porosity as 37%, we assume 1% of bulk volume is calcite 

cement which covers the surface of mineral composites of sand facies.   

 

Table 7 Parameters of the constant cement model 

Parameter 

Critical 

Porosity, 

   

Constant 

cement 

starting 

porosity, 

   

Coordination 

number, n 

Calcite cement 

P-wave 

modulus, 

(GPa) 

Shear 

modulus, 

(GPa) 

Poisson’s 

ratio 

Value 0.38 0.37 9 120.9 32 0.32 

 

The elastic modulus of solid phase is calculated using Voigt-Reuss-Hill average – arithmetic 

average of Voigt upper and Reuss lower bounds - for each facies.  

P-wave velocity for sand facies is calculated using the following equation with K and G from the 

constant cement model.  

    √
    

 
   

 
⁄  

5.2.2 P wave velocity: Non-sand facies 

For non-sand facies, floodplain and drape, an empirical P-wave velocity and bulk density 

relation from Gardner et al. (1974) is used. In the following equation,   is brine saturated bulk 

density in g/cc. Vp is P-wave velocity in km/sec. d & f are constants such that d = 1.75 and f = 

0.265 for shale (Castagna et al., 1993). 
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Figure 10: P-wave velocity for the brine saturated state of the benchmark reservoir (km/s) 

 

5.2.3 S-wave velocity 

For both sand and non-facies the S-wave velocity is calculated from the following equations 

(Castagna et al. 1985, 1993): 

Sand  facies:                                     ⁄   

Non-sand facies:                                ⁄   
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Figure 11: S-wave velocity for the brine saturated state of the benchmark reservoir, (km/s) 

 

5.3 Elastic modulus 

In the previous section, P and S wave velocities were created for all facies assuming 

brine saturation. Elastic modulus of brine saturated matrix is calculated from these phase 

velocity. It is noteworthy that the bulk and shear modulus from the constant-cement model are 

not the bulk and shear modulus of sand facies. This is because empirical relation between Vp-Vs 

is used instead of the shear modulus from the constant-cement model. It is assumed that that 

the elastic modulus of REV (representative elementary volume) is isotropic. Real reservoir rock 

at the scale of our interest, i.e. seismic and flow responses, always have certain level of 

anisotropy especially for shale. Since it is a synthetic reservoir, an isotropic media is chosen to 

keep things simple. All the elastic modulus with brine saturated condition are calculated using 

the following relations. All elastic modulus except Poisson’s ratio have units as stress (GPa). 

Velocity is km/sec.  

Shear modulus (G, or  ):         
  

Bulk modulus (K):          
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Lame’s constant (λ):           
     

   

Poisson’s ratio (ν):       
  

     
 

    
    

  
 

Young’s modulus (E):       
           

 
 

Fig. 12 shows the bulk modulus, shear modulus, Young’s modulus, and Poisson’s ratio for brine 

saturated medium.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12: Elastic properties of the benchmark reservoir (brine saturated condition): UL – bulk modulus, UR – shear 

modulus, LL – Young’s modulus, LR – Poisson’s ratio  

6. Creating Fractures for the Benchmark Case: Background Information 

The sand facies in middle layer is the only region which is considered to have fractures. 

Since it not a modeling exercise, this step is noticeably different compared to modeling DFNs in 

a reservoir model to investigate an existing fractured reservoir. Each fracture in the actual 

reservoir rock may have a different origin, time of formation and scale. When statistical data on 

fractures exist, such as fracture intensity, scale, and their directions, the information on how 
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the fractures have been generated is not required to run a DFN model for reservoir study 

purpose. However, since we are creating a synthetic fractured reservoir here we need to set 

series of assumptions and rules to create fractures in the middle layer which are: 

- Simple enough to create not only fractures but also to allow us to carry out forward 

simulations to create observations such as flow responses and seismic responses.  

- Assumptions are consistent with either geological/geomechanical rules or common 

understandings from observations on existing fractured reservoir.  

6.1 Assumptions  

6.1.1 Scale and Shape of fractures 

The exercise is to create a synthetic fractured reservoir with information on production 

history and seismic responses which can be regarded as seismic survey data with field 

resolution. We are therefore not interested in too detailed and high resolution data on 

fractures which may be a significant interest in another situation such as studies on hydro-

fracturing. On the other hand, we are not interested in too large fractures either because they 

are distinguishable from the seismic survey. These will be considered explicitly in the numerical 

model. To be a sub seismic fracture, individual fracture should be smaller 1/10 of the 

wavelength. Frequency range of seismic survey varies but between 5 to 50 Hz. Mean values of 

P-wave velocity on the sand facies in the middle layer is about 3.5 km/sec. If we assume the 

dominant wave is 25 Hz, the maximum size of fracture should be less than 14 meter to be on a 

sub seismic scale. With 5 Hz wave, 70 meter is the maximum size.   

6.1.2 Origin and Mode of Fracture Generation 

It is assumed that the fractures were formed with structural deformation i.e. folding and 

faulting of layers. Thus, the timing of fracture generation is concurrent with the time when the 

reservoir was bent and faulted from flat horizons to the current shape. Fig. 13 is a schematic 

workflow from strain analysis to geomechanical analysis of rock failure. Boxes with black color 

means the properties are given by restoration analysis. Boxes with blue means arbitrarily 

chosen components – rock physics models and empirical relations. The red boxes represent the 

output from those conditions. 
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Figure 13: Schematic workflow depicting mode of failure from strain analysis/Hooke’s law/Mohr-Coulomb failure 

criteria.  

First, strain tensor is extracted from deformation analysis. Then principal stress on each 

grid block is calculated using Hooke’s law and elastic modulus generated in an earlier section. 

Third, using rock strength parameters from empirical relations, a Mohr-Coulomb rock failure 

criterion is tested that would decide the type of fracture formed. If the most tensile principal 

stress is larger than tensile strength (tensile is positive) the rock undergoes mode I failure (open 

fracture). If the Mohr-Circle touches the linear failure envelope, there will be shear failure.  

 

6.1.3 Fracture Orientation 

For open mode or mode-I fractures, the fracture normal is oriented in the same 

direction as the directional vector of the most tensile principal strain. In Fig. 14, the blue line 

represents fracture surface for a mode-I fracture. The red line represents directional normal of 

the most tensile stress-strain and the normal to the open mode fracture. For the shear 

fractures, two sets of equi-probable fracture surfaces are offset by   which is decided by the 

friction angle for the open mode fracture surface.  
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Figure 14: Fracture orientations for mode I and mode II failures 

 

6.2 Strain and Stress Analysis  

6.2.1 Strain Analysis 

Once we have the results of restoration analysis returns the current geological structure 

to its syn-depositonal condition of flat unfaulted horizons we can extract principal strain 

components and their directional vectors from restoration/deformation vectors (Mallet, 2002). 

The restoration analysis can be done either by manual interpretation, and/or by applying 

different types of numerical optimizations. In this work, we used numerical optimization 

method which is built in paradigm SKUA. It is noteworthy that the restoration/deformation 

vectors and corresponding strain analysis can be varied significantly as we choose different type 

of restoration analysis scheme (Lewis et al., 2013). We are not going to cover, or test each 

individual restoration method since it is out of scope of the benchmark reservoir study.   
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Figure 15: Geological space vs. Geo-chronological space. u(x): restoration vector (figure from Mallet, 2004)  

Fig. 15 shows the relationship between geological space (where we have the reservoir 

with current shape), geo-chronological space (un-folded and un-faulted reservoir) and 

restoration vectors, u. Once the results from deformation analysis are obtained, calculating 

principal strains from the deformation vectors, which can be generated by flipping the 

restoration vectors, is straightforward (Pollard and Fletcher, 2005; Mallet, 2002). For the 

benchmark reservoir, principal strains are calculated from the minimum deformation principle 

(Mallet, 2002) which is a geometrical optimization of discrete surface. Since SKUA generates a 

property grid after conducting deformation analysis automatically, principal strains can be 

extracted by simply using two different coordinate systems, X-Y-Z of geological space and U-V-

W, or I-J-K, of geo-chronological space.  

Fig. 16 shows depth coordinate Z and W for the middle layer. Deformation vectors are 

merely the difference between those two.  

 

  

Figure 16: Comparing the vertical coordinate Z (current depth) and W (geo-chronological depth) for the middle 

layer  
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Fig. 17 shows the most and the least tensile principal strain components. The right 

figure is colored by dilatation that can be interpreted as proportional volume changes by 

deformation. As seen, most area is under extensional strain regime. It matches well with the 

structural setting of the synthetic reservoir since it has series of faults induced from extension.  

Vector components of principal strain will be discussed in the fracture orientation section.  

Figure 17: Principal 

strain components – 

left: the most tensile, 

right: the most 

compressional. 

 

 

 

6.2.2 Stress Analysis 

Section 5 described elastic properties of unfractured, brine filled rocks. By using the 

linear elasticity relation of isotropic medium, Hooke’s law, principal stress components of 

induced deformation are calculated. Elastic properties of a brine saturated medium are 

considered. It is thus assumed that the deformation took place before hydrocarbon migration. 

Fig. 18 shows calculated principal stress. The right figure is color coded with red for the grid 

blocks with positive principal stress components. 98% of sand-facies grid blocks are under 

tensile stress.  

Figure 18: Principal 

stress components. 

Left: the most tensile, 

right: the least tensile 

stress. Right: area 

under tensile stress. 
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6.3 Mode of Failure  

6.3.1 Rock Strength Properties 

Rock strength properties – friction angles, cohesion strength, and tensile strength are 

obtained from either literatures (friction angles; Das, 2006) or empirical relations with other 

petrophysical properties (cohesion strength; Chang et al., 2006).  

Since cohesion strength itself is difficult to measure, half of unconfined compressive 

strength (UCS) can be an approximation of cohesion strength (Zoback, 2007). Empirical 

relationships of UCS and porosity derived from sandstones in sedimentary basins were used to 

assign UCS of rocks (Vernik et al., 1993; Chang et al., 2006).  

                          

Relationship between UCS and tensile strength can be derived from the Griffith criteria 

as UCS is 8 times bigger than tensile strength (Hudson and Harrison, 1997).  

6.3.2 Dominant Mode of Failure: Mode I 

When most tensile principal stress becomes larger than tensile strength, the rock may 

have tensile failure. 98% of total sand facies grid blocks deform in tensile fracture mode (Fig. 

38). Since the structure of the benchmark reservoir is extensional and the mode of failure from 

stress analysis is also dominated by mode I failure, only the mode I fracture will be modeled in 

the middle layer of the benchmark reservoir.   

6.4 Orientations of Open Mode Fracture 

The most tensile strain direction (max. principal strain) can be assumed to be the normal 

to a fracture plane and is used for calculating fracture orientation in each cell. The normal 

components of the most tensile strain or its direction cosines can be used to find dip azimuth 

and dip of fractures using simple coordinate conversion (Pollard and Fletcher, 2005). Fig. 19 

shows the fracture dip azimuth and dip angles (in degrees) thus calculated. The median value 

for dip is about 41°. In case of the dip azimuth values, since 360° is no different from 0°, the 

values of dip azimuth that are larger than 180° are recalculated as 360 - θ, where θ is the dip 

azimuth. 
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Figure 19: Dip azimuth (left) and dip angles (right) of fractures in the middle layer  

7. Relative Fracture Intensity 

In a real fractured reservoir, fracture intensity is a measure of fracture density observed 

from outcrops and/or well logging such as sum of fracture surface area per unit volume. In DFN 

simulation, the fracture intensity set a stopping criteria on creating discrete fractures on a given 

grid cell. It acts in the same way as a “Target proportion” on each objects in the Boolean 

modeling when we generated facies for the benchmark. For instance, if the intensity is 0.1, 

defined in terms of fractures per square meter and the volume of grid of interest is 100 square 

meters, discrete fractures are generated in a random location within the grid until the total 

number of fractures reaches 10.  

For the middle layer, we need to create a fracture intensity value for each grid cell. We 

call it “relative fracture intensity” because the values are not from field observation, but 

constraints on generating fractures for the synthetic case. The second reason why we call it 

“relative” is, as a constraint on target number of fractures, it actually works as relative ratios 

when the maximum number of fractures is limited or defined. We assume that the fractures in 

the middle layer were generated when the horizons were deformed and faulted to their current 

shapes. Thus, we are going to derive relative fracture intensity from two different sources: 

- Stress/strain induced rock failures 

- Distance from the major faults  

It needs to be mentioned here that this is an attempt to create proxy intensity that can be used 

as constraints for discrete fracture generation which roughly captures either the physics or 

empirical observations from the existing fractured reservoir. Converting these relative fracture 
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intensity numbers into fracture area per unit volume or number of fracture per unit volume is 

subjective.  

7.1 Strain/Stress related Relative Fracture Intensity 

While rock failure criteria can tell whether a rock will be fractured, it does not give any 

further information on how many fractures the rock may have. Therefore, a proxy indication of 

relative fracture intensity is needed which is consistent with the principles of rock mechanics. 

For instance, if grid block A is stiffer than grid block B, other conditions being identical, a 

relatively larger proxy value is assigned. Thus, in addition to relative stress magnitude relative 

magnitude of rock strength is needed in order to generate a proxy for fracture intensity. We 

shall call this relative fracture intensity. 

 

 

 

 

 

Figure 20: Schematic diagram showing make a proxy on fracture intensity – relative fracture intensity 

Fig.20 shows how stress/strain induced relative fracture intensity is generated. Strain is 

fixed for every grid block that also contains values for the elastic modulus. By applying Hooke’s 

law and using the relative magnitude and relative ranges of the elastic properties a range of 

stress can be generated from the strain values of a given grid block. The physical meaning of 

these values and ranges are not important since it is only the relative value that is important. 

The “*” in Fig. 20 indicates that the parameter in the box contains a relative value. Parameters 

with fixed values are in red boxes while those having a range of values are shown in blue boxes. 

For each grid block, the ranges of stress and the ranges of rock strength are taken into 

consideration for calculating the probability of failure. Again, this probability is merely a relative 

value which indicates that a grid block with higher value may have relatively higher fracture 

abundance. Although this value is not a true intensity it captures the relative differences 

between grid blocks in terms of fracture abundance and is therefore employed as a proxy for 

relative fracture intensity related to strain/stress induced fracture. Fig. 21 shows the 

distribution of the relative fracture intensity and a histogram of its values, it may be noted that 

the median value is 0.23.  
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Figure 21: Relative fracture intensity derived from rock failure criteria and its histogram 

 

7.2 Fracture Intensity from Fault Damage Zones 

It is well known that major faults have zones of high fracturing around them popularly 

known as “damage zones”. There have been a number of studies that have focused on the 

thickness and other geometrical and hydrologic properties of these zones, a few of such 

research are listed in Johri (2012). It has been shown that the fracture intensity within the 

damage zone falls off with distance from the main fault according to a power-law. We therefore 

started by creating a property that calculates the distance of a grid cell from the major faults. 

This was done by using a function in SKUA that calculates distance from surfaces. For the sake 

of simplicity, only the faults that separate the core-graben-horst and their splays were 

considered. This distance, d was then used for calculating fracture intensity, fi by employing the 

following equation: fi = d -0.6.  Fig. 22a shows the distance from faults and the resulting fracture 

intensity while fig. 22b shows a histogram for the intensity values, the median being 0.027 
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Figure 22a: Distance to faults (left) and fracture intensity derived from that distance (right) 

 

 

 

 

 

 

 Figure 22b: Histogram: Fracture Intensity from Distance to Faults  

 

 

The fracture intensities thus derived from strain analysis and determination of fault 

damage zone may be linearly added together to yield an intensity which can then be used at a 

later stage for DFN modeling. This would take care of both types of deformation in the 

reservoir. Fig. 23 shows this combined intensity, fi_P32 and its corresponding histogram, the 

median value for this combined intensity is 0.019 
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          Figure 23: Distribution of combined Fracture Intensity and histogram of its values 

 

With the orientation and intensity values generated for the entire reservoir the next 

logical step would be to generate a DFN. This however, will be carried out in a smaller volume 

of interest (VOI) and not the entire domain which is a 6 km by 10 km sized structure with many 

sealing faults that dissect the domain into several “blocks” like the core, horst and graben. 

Developments of the field will be conducted only within smaller areas of some of these blocks. 

This is because we are essentially interested in looking at simulation results in an area that is 

developed early on, i.e. the “core” and then try to predict what happens in a different part (e.g. 

horst) of the same field that will be developed in subsequent stages. Additionally, in order to 

create field scale seismic attributes, explicit realizations of fracture sets are not required and 

will be discussed further in a following section in detail. Since we are going to create true flow 

and seismic responses, any detailed information on seismic attributes are needed to be filtered 

in low resolution. Thus, calculating seismic attributes at the fine scale by building DFNs is not 

practically meaningful for our purpose of creating the benchmark reservoir.  
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8. Volume of Interest and Generating a Simple DFN 

The FracMV module within SKUA for is employed for generating a simple set of discreet 

fracture network (DFN) within a chosen volume of interest (VOI) in the core area. As a part of 

the workflow in SKUA, this needs to be done in the flow simulation grid or “Flow Grid” which is 

different from the “Geologic Grid” that was created in an earlier section. The first step is 

therefore to generate the “Flow Grid” for the area of interest (Fig. 24). The grid thus generated 

is twice as coarse as the “Geologic Grid”. The details how the grid was created and the specifics 

of generating the DFN within it are described in Appendix IV.   

  

Figure 24: 

VOI and 

Flow Grid 

with Facies 

distribution 

 

 

 

 

 We build a very simple DFN in the middle layer by using information on fracture 

orientation and fracture intensity that was previously generated in the Geologic Grid and later 

imported into the Flow Grid.  A uniform length distribution is chosen such that the mean length 

remains around 5m and a median aperture value of ~ 1mm, the length to height ratio being set 

to one. It is to be noted that only subseismic fractures are generated here that cannot be 

greater than 14m if the dominant seismic wave is 25 Hz that travels through sand which has a 

velocity of 3.5 km/s.   
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The fracture set thus generated is shown in Fig. 25. The fracture porosity, permeability and 

intensity values are then upscaled. The distribution of fracture intensity calculated from the upscaling 

exercise (Fig. 26) is used for determining the cells that would be modeled using dual porosity-

permeability and the ones that can be considered as single media. This somewhat follows the approach 

of Jung et al. (2013) but uses the fracture intensity values instead of fracture porosity because the 

former is a better indicator of fracture connectivity. A cutoff value of 0.05 is used for the purpose. The 

binary indicator grid thus produced with cells containing dual media and single media properties is 

shown in Fig. 27. 

 

Figure 25: DFN generated using almost constant lengths ~ 5m and intensity/orientation from 

geomechanical analysis 

 

 

 

 

 

 

 

Figure 26: Histogram of upscaled intensity showing  
cutoff used for deciding dual-media cells 
 

 cutoff @ intensity = 0.05  

Figure 27: 

Binary 

indicator grid 

showing dual 

(white) and 

single (blue) 

medium cells 
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9. Generating Seismic Properties 

9.1 Seismic Properties of Dry Fractured Medium 

Effective elastic properties with a single fracture set are transversely isotropic, but the 

symmetry axis is tilted since the median dip of the fracture plane is around 41o. The fracture 

orientation and intensity is spatially heterogeneous and varies from grid-block to grid-block. 

Once the elastic tensor is obtained at every grid block, the seismic phase velocity in any 

arbitrary direction of wave propagation is calculated. Many theoretical models exist that may 

be used for calculating elastic properties of fractured media, e.g. Hudson (1990), Kachanov 

(1992) and Schoenberg (1983).  The Hudson’s model (Hudson, 1990; Mavko et al. 2005) is 

chosen for our purpose. Hudson’s model assumes penny-shaped cracks and calculates effective 

medium stiffness tensors by superposing correction terms on a background isotropic medium. 

In the following equation,    
  are components of the stiffness tensor of isotropic media and     

  

and     
  are 1st and 2nd order corrections respectively. In general, it is recommended that only 

the 1st order correction be used rather than inappropriately using the 2nd correction (Mavko et 

al, 2009). 

   
   

    
       

       
  

The Hudson model is chosen because it can handle multiple sets of fractures with different 

directional distributions. It is assumed that matrix porosity and fracture porosity are 

interconnected. Since the matrix permeability generated for the middle layer is smaller than 

other layers, but still tens of milliDarcy, the assumptions of Hudson’s model is well suited for 

this layer. The correction term is calculated from two values – crack density, e and aspect ratio 

of crack, α on top of the elastic modulus of the background media. Crack density is slightly 

different from fracture intensity, which is used in most commercial DFN packages. Crack 

density, e, is a dimensionless ratio, while fracture intensity numbers are measurements per unit 

volume. 

 

   
 

 
   

  

   
 

 

In the above equation, N/V is the number of fractures per volume, a, the crack radius, and   is 

fracture porosity. The Hudson’s model only holds good when fracture density is less than 0.1 

and aspect ratio is smaller than 0.3. If there are multiple fracture sets, the summation of 

fracture density must be less than 0.1.  
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While fractures are represented by rectangular plates in a DFN, Hudson’s model 

assumes ellipsoids. Fracture porosity and aspect ratio are the two parameters that apply to 

both types of geometries and can therefore be used for deriving the crack density (related to 

ellipsoids) from the fracture intensity (related to rectangles) from the following equation 

(derivation in Appendix-V):   

 

  
 

  
     

 

Here, L is fracture length. This relationship enables the calculation of effective stiffness tensors 

using the same information as used in DFN generation. The detailed equations on Hudson’s 

model can be found in Appendix-V and the matlab function for Hudson’s model will be 

provided separately. In Hudson’s model, the axis of symmetry is x3, which is Z, or k. Since the 

mean fracture normal direction in the middle layer varies from point to point proper rotational 

transformation needs to be applied. As the stiffness tensors are fourth-order ones (6 by 6 

matrix), following Voigt’s notation, tensor rotations are done by using Bond transformation 

matrices, M or N (Auld, 1990).  

 

                

 

If a grid block has more than one fracture set which has different fracture characteristics and 

fracture orientations, the effective stiffness tensor can be calculated by the superposition of 

Bond transformed correction terms.  

             ∑       
      

 

 

   

 

Properties of the middle layer and corresponding flow and seismic responses are generated by 

considering only one fracture set as defined in the previous section. The aspect ratio is 0.0001 

while the mean fracture length is 5 meters. However, either the size of the fractures or the 

number of fracture sets can be altered should it be necessary at a later stage. It may be noted 

that C 0 is stiffness tensor considering a dry matrix. Thus, the effective stiffness tensors are 

calculated for matrix pores and fractures that are not fluid filled. 
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9.2 Seismic Properties with Initial Fluid Saturation 

The entire reservoir was compartmentalized into five zones, each with a different oil-

water contact (OWC). In order to create seismic properties considering initial fluid saturation 

and OWC, we need to conduct fluid substitutions on elastic properties within each grid block. 

For the top and bottom layers where the block properties are isotropic, Gassmann’s relation is 

used. For the middle layer, Brown-Korringa’s equation, generalized Gassmann equations for 

anisotropic media, are used. Since the bandwidth of seismic survey is low, Gassmann’s equation 

is suitable for generating synthetic seismic data to be assumed as data from surface or offshore 

seismic survey. This approach may not be used to generate synthetic responses of seismic well 

logging.    

9.2.1 Fluid Substitutions in Un-fractured Medium: Top and Bottom Layers 

Bulk and shear moduli of the rock with new fluid can be obtained by using Gassmann’s 

equations the details of which is in Appendix-V. The P-wave and S-wave velocities for the top and 

bottom layers on each grid block can be calculated from the following equations:                       

    √
        

  
                                        √

  

  
 

Fig. 28 shows the P-wave and S-wave velocity for the top and the bottom layers with the initial 

saturation. The middle layer is excluded. While P-wave velocity above OWC is noticeably 

lowered by fluid substitution, S-wave velocity does not vary much. This is because while density 

difference is relatively small, shear modulus is not changed by fluid phases.  

 Figure 28: Initial 

Saturation of the 

benchmark 

reservoir and 

corresponding 

P-wave and S-

wave velocities. 

Middle layer is 

excluded 
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Elastic properties of rock with initial saturation can be calculated by using the same equations 

that were used for generating elastic properties of brine saturated rock. Fig. 29 shows the 

difference between P-wave impedance and S-wave impedance because of saturation changes. 

 

Figure 29: 

Seismic 

Impedance 

on the top 

and bottom 

layers with 

brine 

saturated 

and initial 

fluid 

saturation  

 

 

 

 

9.2.2 Fluid Substitutions in Fractured Medium: MIddle Layer 

Since the elastic properties of grid blocks in the middle layer are not isotropic, general 

form of Gassmann’s equations cannot be directly used. Stiffness tensor for each grid block in 

the middle layer was generated for dry matrix pores and fractures/cracks. Brown-Korringa’s 

equations (1975) are thus used for calculating stiffness tensors with fluid substitution in 

anisotropic rock are used. The details can be found in Appendix-V.  

Again, the effective elastic properties of rocks in the middle layer being anisotropic 

phase velocity cannot be calculated using simple explicit equations. There are numbers of 

explicit forms of equations to calculate phase velocities under certain conditions on symmetries 

of properties. Effective elastic properties with a single fracture set are transversely isotropic. 

However, in order to keep the provision for including additional fracture sets, phase velocity in 

an arbitrary direction of wave propagation is calculated without any assumption or information 

on axes of symmetries. The Christoffel equation (Mavko et al., 2005; Sun, 2002) is employed for 

the purpose. The     values of phase velocities from the effective elastic stiffness tensor and 

angle of the wave propagation can be found from considering the matrix form of Christoffel’s 
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equation (Appendix-V). MATLAB function, phasevel(), is written to calculate phase velocity will 

be provided separately.  

 

Figure 30: Schematic figure of phase velocity calculation for the middle layer 

Fig.30 schematically shows how phase velocity in the middle layer is calculated. To calculate 

phase velocities for the wave propagate vertically along Z-axis, the normal cosine n is [0, 0, 1]. 

For the phase velocities with wave tilted 30 degree to east from the Z-axis, the normal cosine of 

[sin(40⁰), 0, cos(40⁰)] will be used.  

 

Fig. 31 shows top views of the sand facies within the middle layer with initial saturation 

considering OWC. These are colored by phase velocities in each grid block with wave 

propagation at 0⁰, 40⁰East, 40⁰Wast, 40⁰North, and 40⁰South from the Z-axis. In general, all the 

velocities have noticeably low values for the area where the fracture intensity is high. Since the 

fracture orientation varies by location, phase velocity with different propagation direction also 

varies noticeably. The changes in phase velocity and seismic attributes derived from these 

velocities may be used to distinguish fracture intensity and orientation.  
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Figure 31: Top view of phase velocity distributions of the sand facies in the middle layer (floodplain excluded). 

Wave incidence angle is varied 40 degree E-W-N-S from the wave parallel direction. 

 

10. Filtering Seismic Properties to Field Scale Resoluton 

The purpose of calculating the effective properties and attributes is to be able to finally 

generate synthetic “true reservoir responses” for the benchmark case. Since any realistic 

resolution is lower than what has been calculated in the finer grid, these responses need to be 

re-calculated considering a coarser resolution. A reasonably acceptable “pseudo” seismic data 

which is coarse enough to be treated as seismic attributes from a typical seismic survey is thus 

generated. Born approximation is used to generate simple representation of seismic imaging 

responses of velocity and density field (Mukerji et al., 1997). When a detailed velocity on fine 

grid, geometry of seismic measurement and seismic frequency bandwidth are given, a filter 

based on Born approximation can be calculated in a Fourier space. Any reservoir property at 

the same scale and geometry as the velocity used to construct the filter can be filtered into a 

resolution of seismic imaging with the given velocity, survey geometry, and signal bandwidth. A 

MATLAB function “borndtfilt.m” that implements Bornfilter (Mukerji and Rio, 1994) is used for 
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the calculations considering a signal bandwidth of 5 Hz to 50 Hz. The coverage of seismic survey 

is two times the width of the benchmark reservoir as shown in Fig. 32  

 

Figure 32: Assumed direction of seismic 

survey and the spatial coverage of survey 

  

 

 

 

 

 

Fig. 33 show vertical section of the original P-wave velocity and density of the rock with initial 

saturation in a property grid resolution and seismic survey resolution from the mentioned 

survey configuration.  

 

 

 

 

 

 

 

Figure 33: Density and P-wave velocity in a reservoir property grid resolution and seismic survey resolution 

Fig. 34 show acoustic impedance, far-offset impedance of 40⁰E-W, and shear wave velocity 

splitting in seismic survey resolution. Far-offset impedance is calculated by using average of P-

wave velocity of 40⁰E from the Z-axis and 40⁰W from the Z-axis.  Fig. 35 is a vertical section of 

the shear-wave velocity splitting. Note the middle layer shows high values thus indicating 

anisotropy because of the presence of fractures. 
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Figure 34: Seismic attributes filtered as 

seismic survey resolution 

 

 

 

 

 

Figure 35: Vertical section (N-S) of shear-wave velocity 

splitting 

 

 

 

Additional seismic attributes can be extracted from the effective elastic properties from each 

grid blocks. If needed, more sophisticated 3D seismic forward simulation can be conducted 

using the effective reservoir properties generated.  

11. Flow Simulation 

Dynamic response of the synthetic Benchmark reservoir was created by means of flow 

simulation. A commercial flow simulator, 3DSL is used to flow simulate the grid created in this 

exercise. 3DSL is a commercial streamline simulator and it is chosen in this project as the flow 

simulator because of computational time considerations. Five wells are drilled in our volume of 

interest (VOI) within the core area, two of which are deviated (one injector and the other, 

producer) and three being vertical wells (two injector and one producer). The details on input 

deck definitions, fluid definitions and certain limitations of the flow simulator are discussed in 

Appendix-VI. It also contains steps employed for using two different pieces of software, SKUA 

and 3DSL, in conjunction with each other.  
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12. Future Work 

The report thus far describes how the synthetic Benchmark dataset was created to include 

details on geology, geophysical properties and flow responses. It also shows how a binary indicator grid 

comprised of dual and single media cells was generated in a volume of interest (VOI) within the middle 

layer of the core (Fig. 36).  During the next phase of our research, this grid thus created from the 

synthetic data within the VOI will be used as a training image in conjunction with data on seismic 

attributes from a newer zone, Z (Fig. 36), that will be treated as “auxiliary variables” for creating 

multiple realizations of Z.  This in turn, would ultimately help evaluate uncertainty in the new zone thus 

predicting performance. The research will address questions pertaining to the minimum amount of data 

and its quality that is needed in the new zone, Z to make such extrapolation feasible.  

 

Figure 36: Volume of Interest (VOI) and new zone Z 
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Appendix I: Building Structural and Stratigraphic Framework 

Horizons and Faults 

Unlike in typical reservoir modeling practices where faults and horizons are interpreted 

from seismic sections, for creating “geologic reality” based on the Clair field we depend on 

published materials like maps and cross-sections. The information is thus used for building the 

structural framework using a commercial package, Paradigm SKUA 2013 by implementing the 

following steps: 

1. Digitize surfaces from maps and cross-sections as points and lines 

2. Build fault surfaces and horizons from the digitized points and lines 

3. Create a property grid and populate with reservoir properties 

 

Fig.1 shows the digitized points and sticks used for building the horizons and faults. It 

may be noted that the horizons and faults can also be built from any predefined surface within 

the x-y-z coordinate system and then modified at a later stage for introducing pertinent 

structural complexities. 

 

Figure 1: Digitized points and sticks for horizons and faults 

Once all the points, sticks and surfaces are generated, they are grouped as either 

horizons or faults with their names. Fig. 3 (left) shows points that are color coded with respect 

to the horizons they constrain and the figure to the right shows the sticks used for creating the 

faults. These are created based on published cross-sections of the Clair field. It may be noted 

that since the core area is best studied, the points for constraining the horizons are mostly 

found in this region. For extending the horizons to the rest of our synthetic reservoir, the 

surfaces created from these points are extrapolated to other parts of the entire reservoir. After 
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the horizons and faults are generated, the former are manually adjusted across the faults for 

accommodating the throws and are thus rendered to gentle warping thereby giving them a 

“natural look” (fig. 2).  

Creating surfaces from constraining data are optimization process under different 

assumptions and algorithms from one S/W package to another.  Details on how the S/W 

optimize the surfaces can be found from Mallet, 2002; SKUA manual.  

Figure 2: Structural 

model of the 

benchmark 

reservoir - Faults 

and Horizons 

surfaces  

 

 

 

 

 

 

 

 

Creating a Geologic Grid 

After the structural components of the benchmark reservoir are created the reservoir is 

populated with stratigraphic features (e.g. facies) and reservoir properties (e.g. porosity, 

permeability, elastic properties). This is done by creating a grid comprising spatially discretized 

blocks that are assigned facies and reservoir properties of the synthetic reservoir (Fig. 3).  
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Figure 3: Creating reservoir property grid from the structural model 

The five horizon surfaces generated are used as confining boundaries of tops and 

bottoms of the three geological layers (Fig. 4). Fig. 3 shows the discretization scheme for the 

reservoir property grid. In Paradigm SKUA, this grid is known as the “Geological Grid” which is 

different from the grid for flow simulation, the “Flow Grid”. This is because SKUA can create 

grids for reservoir property in two different coordinate systems – one that can be used to 

describe the present structural shape of the reservoir (geological space) and one that describes 

the syn-depositional shape (geo-chronological space). The differences and advantage of using 

this is discussed again in a “Fracture Orientation” section of the main text.  

 

 

 

 

 

 

 

 

 

Figure 4. Reservoir property grid (empty) with mesh  

As seen in fig. 3, the three layers have average thickness of 150 meters. We discretize 

each layer into 50 vertical grid blocks. Horizontally, we discretize the area into 200 by 237 grid 

blocks such that the average size of a single grid block is 30 x 30 x 3 meters. It may be noted 

that grid index of I-J-K increases Easting-Southing-Down. Thus, Left-Up-Up corner of the volume 

of interest is the first block.  
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Appendix II: Building Object based Facies in SGeMS 

SGeMS is has built-in object-based modeling module SGeMS-TetrisTiGen that 

implements simplified geometric representations of geological features for generating training 

images of geological systems.  

 

Figure 6 Configurations of GUI interface of Boolean modeling module in SGeMS 

As shown in Fig. 6, within the Training Image Generation module a Grid Name is chosen 

(?) and is followed by two important steps – object definition and simulation definition. In the 

former, we need to define the number of different objects to be modeled. As seen here, we 

select one type of object, “system” and “Channel-Lobe-Crevasse” as one of the pre-defined 

systems. We can select different type of objects either from pre-defined geometries, or by 

applying couple of rules, such as union, difference, and intersection, among predefined 

geometries.  
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Figure 7 Selection of element components – either geometry, or operation – of a group of object 

In simulation system part, we need to define rules to place the objects we have defined in the 

previous section (Fig. 7). In this section, object stack type, stopping criteria, positioning rule, 

and interaction with other objects are defined (Fig. 8). 

   

Figure 8 Defining how the simulation is conducted. It is consisted by stack type, simulation stopping criteria, 

positioning rules, and interaction with other objects.   

4. 1 Handling Different Coordinate System Conventions 

The object-based modeling tool, SGeMS-tetris, uses a system i-j-k such that their values 

increase along Easting-Northing-Up. On the other hand, paradigm SKUA uses an i-j-k system 
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where the values increase as Easting-Southing-Down. To maintain consistency between the two 

different software packages we can handle this by either: 

- Flipping the j-index left-right and the k-index up-down when exporting facies models 

from SGeMS 

- Generating flipped facies models in SGeMS from the beginning 

We choose the 1st option since it produces a facies distribution which is visually consistent with 

the final product when imported in SKUA. Matlab function, “flipdim” is used to flip the 

direction. Both tools read and write files in the order of ijk. To upload the facies into SKUA, 

the input file needs to have four columns of information. The first three columns denote values 

of i-j-k and the last column the index of facies. The index should be increased in the order of 

ijk. No header is required in the input file. 

4.2.Top Layer 

As discussed earlier, the top layer is modeled with four facies; floodplain, channel, fan, 

and fan-channel. They are assigned facies codes 0 through 4 as shown in table1. We conduct 

unconditional object-based modeling of 3 different types of geometries which represent 

channel, fan, and fan-channel. Remaining areas where none of the three objects have been 

simulated are considered as floodplain. As a first step to create facies model of the top layer, a 

Cartesian grid which is corresponds with the geological grid on SKUA is generated. On that grid, 

we define objects by choosing the “Channel-Lobe-Crevasse” system.  

Object Index Code Size & shape (size as numbers of grids) 

Floodplain 0 remaining area  

Channel 1 Length: 45, sinuosity: 10, width: 6, thickness: 4  

Drape  2 Attached grids beneath bottoms of channel (?) 

Lobe 3 Length: 30, width: 5-30, thickness: 5-8 
Table 1 Objects in the top layer.  Lengths are defined in terms of a grid unit such that 45 means 45x30m.  

Next, we set simulation rules as follows:  

- Target: generating 50 sets of channel-drape-lobe 

- Sets are randomly located but their distribution follows a spatial probability map (Fig. 9) 

- Overlap between sets is allowed.  
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Figure 9 Probability cube of channel-lobe-drape system (blue=0, yellow to red:0.6-1.0) 

 

 

Figure 10a Realization of facies model for the top layer. Left figure: includes floodplain, right: no floodplain 

 

Figure 10a (left) shows the result of object based simulation. As seen here, stacks of channel-

lobe-drape sets are progradating towards gravitationally lower areas and are stacked up. It 

corresponds with the probability cube that we used as one of input parameters.  
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Figure 10b Realization of facies modeling for the top layer – view from the bottom  

 

 

Figure 11 Histogram of facies on the top layer – 0 to 3 corresponds with floodplain, channel, drape, and lobe 

Fig. 11 shows the histogram of facies denoting the number of gird cells assigned to each type.  

About 80% of the total layer is non-sand facies. The ratio among channel-drape-lobe is related 

with the size and shape configuration that were used as input parameters. 
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Figure 12 Facies model of the top layer in SKUA 

In order to import this output into SKUA, the index for “k” is set to start from 2 because k=1 

denotes the upper horizon of the top layer which is not of interest to us. Fig. 12 shows the 

uploaded facies model of the top layer in SKUA.  

4. 3 Middle Layer 

The middle layer is a fan and channel system where we have fans at the line where the 

slope becomes gentle and channels parallel with the direction of the slope. The middle layer is 

thus populated using four facies – floodplain, channel, fan, and fan-channel coded as:  0, 5, 6, 

and 7. Floodplain shares the facies code 0 with the top layer. Thus, we are assuming the 

floodplain at the top layer and the middle layer is same. We conduct unconditional object-

based modeling of 3 different types of geometries which represent channel, fan, and fan-

channel. As earlier, the remaining area where none of the three objects are present are 

considered as floodplain. 

As a first step to create facies model of the top layer, one Cartesian grid which is 

corresponding with the geological grid on SKUA is generated. On that grid, we define three 

different objects for channel, fan, and fan-channel. Unlike the top layer where we used a pre-

defined system, each object will be modeled by using simple geometries – Gaussian sinusoid for 

channels and fan channels, and half ellipsoid for fans.  
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Object Index Code Size & shape (size as numbers of grids) 

Floodplain 0 Remaining area  

Channel 5 Length: 500, sinuosity: 40, amplitude: 40, width: 8, 

thickness:8  

Alluvial fan  6 Simplified as half ellipsoids – length: 30, width: 20, 

thickness: 8 

Fan channel 7 Length: 20, sinuosity: 4, amplitude: 3, width: 5, thickness:3 
Table 2 Size and shapes of objects for the middle layer (sizes of one geological grid in SKUA is 30x30x5 meter. 

Length 45 means 45x30m. thickness 4 means 4x5m) 

Next, we need to set a sequence and details of simulations for each objects. The sequence of 

simulation is [fanfan-channelchannel].  

Simulation rules for alluvial fans are as followed.  

- Target: generating fans until they occupy 30% of total simulation grid cells. 

- Locations of sets are random but the distribution follows a spatial probability map as in 

Fig. 13 

 

Figure 13 Probability cube of location of fans (blue:0, red:0.97) 

Simulation rules for fan channels are as followed.  

- Target: generating fan channels until their proportion reaches 7% 

- Locations of sets are random but distribution follows two rules:  

o The spatial probability map as in Fig. 14. 
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Figure 14 Probability cube of location of fanchannels (blue:0, red:1) 

o full overlap with pre-simulated alluvial fans 

Simulation rules for channels are as follows: 

- Target: generating channels until their proportion reaches 20% 

- Locations of sets are random but distribution follows a spatial probability (Fig. 15) 

 

Figure 15 Probability cube of location of channels (blue:0, red:1) 
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Figure 17 Realization of facies model for the middle layer. Left figure: includes floodplain, right: no floodplain  

Fig. 17 is the result of object based simulation (left).  To make the channels and fan-channels 

distinctly visible, the floodplain facies has been removed in the right figure  

 

Figure 18 Histogram of facies on the middle layer. 0, 1 and 3 denotes floodplain, channel, fan, and fan-channel 

Fig. 18 is the histogram of each facies in the middle layer.  About 52% of the layer is non-

sand facies: 20% is channel, 22% is fan, and 6% is fan channel. If we compare the non-sand 

proportions of the top and bottom layers, it is around 80% to 50%. Thus, the middle layer 

would have higher chance to hit the sand facies when exploratory wells are drilled.    
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Figure 19 Facies model of the middle layer in SKUA (left: volume images, right: sliced images) 

To import into SKUA, the values for “k” must be started from 52 because k=1 is for the above 

layer out of our interest and the last index for “k” for the top layer ends at 51. Fig. 19 is the 

uploaded facies model of the middle layer in SKUA.  

4.4 Bottom Layer 

No explicit facies modeling is done for the bottom layer because we have considered 

this layer to be entirely composed of aeolian sand. For facies indexing, this aeolian sand in the 

bottom layer is assigned number 7. Fig. 20 shows all facies for the entire reservoir – top, 

middle, and bottom layers. Proportion of non-sand faices in the top layer is higher than other 

layers such that the top layer is a less favorable exploration target. 
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Appendix III: Generating Porosity  

 

This appendix describes the details of target histograms and variograms used for generating the 

porosity distribution for each facies using unconditional SGSIM.   

 

 
Floodplain 

 
Channel 

 
Drape 

 
Lobe 

Figure 1 Target histograms of porosity distributions for each facies on the top layer 
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Fan - middle 

 
Fan channel - middle 

 
Channel - middle 

 
Aeolian sand - bottom 

Figure 2 Histograms of each facies on the middle and bottom layers 
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Table 3 Variograms used for generating porosity of each facies – Rmax/Rmin/Rvertical ranges are in m 

Facies model nugget Rmax Rrmin Rvertical 

Floodplain Spherical 0 1900 1400 300 

Top_channel Spherical 0 1200 200 15 

Top_Drape Spherical 0 1300 250 15 

Top_Lobe Gaussian 0.05 800 360 50 

Middle_Channel Gaussian 0.05 1800 400 50 

Middle_Fan Spherical 0.05 1500 900 30 

Middle_Fan-channel Gaussian 0.05 2000 180 30 

Bottom_Aeolian Spherical 0 1500 1000 200 

 

One of the simulation results from unconditional SGSIM that were created by using the target 

histograms and variograms is chosen as the “true” matrix porosity of the benchmark reservoir. 

Fig. 3 shows histograms of porosity for all facies in the top layer. A visual inspection shows that 

they reproduce the target histograms well 

 
Floodplain 

 
Channel 

 
Drape 

 
Lobe 

Figure 3 Histograms for different facies in the top layer 
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Channel 

 
Fan 

 
Fan channel 

Figure 25 Histograms for different facies in the middle layer 

 

Fig. 4 shows porosity histogram of each facies in the middle layer. Since we assumed the same 

variogram and target histogram for the floodplain with the top layer, the porosity histogram of 

floodplain is not included.  
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Appendix IV:  Creating a FlowGrid and Generating a Simple DFN 

This appendix describes how a FlowGrid is created in SKUA and takes the reader through 

a series of steps for generating a DFN from given information on fracture intensity, orientation 

and aperture-length distribution. A FlowGrid needs to be created within the FSG workflow 

window as shown in Fig. 1. We create a grid which is twice as coarse as the geologic grid by 

adjusting for the number cells in I, J and vertical directions such that the size of a single cell 

becomes ~ 60m x 60m x 7m. Recall that the cell size in our geologic grid is ~ 30m x 30m x 3m. 

The relevant properties like facies, matrix porosity-permeability, fracture intensity and dip and 

dip azimuths are copied onto the Flow Grid. 

Figure 1: Screenshot showing the FSG 

workflow window  
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We build a DFN in the middle layer of the Flow Grid by using the FracMV module which involves 

the following steps as shown in the Navigation Window (Fig 2):  

- Defining a fracture set (Fig. 3): a simple uniform dist. of length was chosen and values of 

orientation and intensity dist. previously generated was used. Aperture is set such that 

the median size is ~ 1mm 

- Generating the set by assigning a random seed (Fig. 4) 

- Visualizing the set thus generated  

- Upscaling properties (Fig. 5), these will be used in flow simulation later on 

Figure 2: Navigation 

Pane showing steps 

involved in 

generating DFN 

 

 

 

 

 

 

Figure 3: Defining a Fracture Set. One can define 

multiple sets (color coded) and assign a different set of 

properties to each  
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Figure 4: Generating fracture sets 

 

 

 

 

 

 

 

Figure 5: Upscaling generates a set 

of new properties that include 

facture porosity, permeability and 

intensity 
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Appendix-V 

Constant Cement Model 

The constant cement model is a theoretical model to predict the bulk modulus and shear 

modulus for dry sandstone by combining a contact cementation theory (Dvorkin et al, 1994) 

and the Hashin-Shtrikman lower bound (Hashin and Shtrikman, 1963). It assumes that a 

constant amount of cement deposited at grain surface. While the contact cementation model is 

mainly focusing on cementing or digenesis, the constant cement model is more focusing on 

modeling the effect of sorting at a given level of digenesis.  

 

Effects of porosity and digenesis on elastic modulus (left) and P-wave velocity (right). Contact cement model, 

constant cement model, and Hashin-Shtrikman lower bound are plotted over actual observations from the North 

Sea (figures from Avesth et al., 2000) 
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In the above equations,      and       is the bulk and shear modulus of dry rock from 

constant cement model.   is porosity,     is porosity at which contact cement trend turns into 

constant cement trend.    and      are dry bulk and shear modulus at that porosity. Subscript 

“s” stands for mineral properties.  

 

Derivation of Equivalent Crack Density  

Following equation is a well-known definition of crack density (Bristow, 1960; Husdon, 1981; 

Kachanov, 1980) 

   
       

   
 

 

 
   

       is crack porosity,   is aspect ratio of crack, N is number of cracks in an interested 

volume, V is the volume of interest, and a is crack radius. Since we are using rectangular crack 

with constant aperture in DFN simulation, while using Hudson’s model which assumes penny-

shaped ellipsoids, we need to make some parameters consistent between two domains. We 

choose the crack density and aspect ratio of crack remain consistent in discrete fracture 

modeling and Hudson’s model. To make the crack volume consistent, the following relation is 

needed between crack length of rectangular crack and crack radius of ellipsoidal crack.  
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N/V in crack density is P30, number of cracks in a volume, and can be linked with P32, area a of 

cracks per volume. 

 

 
     

 

 
        

By using the above relations, we can rewrite crack density by using P32 and crack length as 

followed. 

  
 

 
                 

   

  
 

 

  
      

 

Hudson’s Penny-shaped Crack Model 

Hudson’s model (1980, 1990) is an effective medium theory that assumes penny-shaped cracks 

are distributed in an elastic solid. It makes the elastic stiffness tensor using 1st and 2nd order 

correction terms of having cracks which is expressed by crack density and aspect ratio.  

   
   

    
     

     
  

In the above equation, superscript “0” means background elastic stiffness without having 

cracks.     is stiffness tensor components which is expressed in Voigt notation. Superscript “1” 

and “2” correspond with the 1st order and 2nd order correction terms. Cheng (1993) discussed 

that using only the 1st order correction gives stable results. Thus, we are going to use only the 

1st order correction term. The following matrix is an effective elastic stiffness tensor with 1st 

order correction when having a crack set with crack density, e, and aspect ratio,  , with crack 

normal are aligned with x1-axis.  
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    and     depend on the crack conditions: 
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With: 

  
         

        
 

  
     

 
           

        
 

 

   and    are the bulk and shear modulus of the inclusion material,   and   are the Lame 

constants of the unfractured rock.  

 

Gassmann’s Equations: Fluid substitution in Un-fractured Medium 

The following equations are used for calculating the bulk modulus, K, and shear modulus, G, of 

an isotropic un-fractured medium: 

 

  

           
 

    

                
 

  

           
 

    

                
 

           

        (         )  

 

Subscripts 1 and 2 mean fluid 1 and fluid 2.    and    are bulk and shear modulus of the rock 

with fluid 1, brine in this case.          is bulk modulus of solid phase – mineral composites – 

which is varies by the facies for each grid block.  fl2 is fluid mixture of different pore fluid 

phases with given saturations. The density of fluid 2 is an arithmetic average of density of each 

pore fluid. The bulk modulus of pore fluid is calculated by using harmonic average (the Reuss 

lower bound). Thus, it is assumed that different fluids in pores are well mixed without any 

patch distribution.  
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Brown-Korringa’s Equations: Fluid substitution in Fractured Medium 

For fractured medium, Brown-Korringa’s equations (1975) are used for calculating stiffness 

tensors with fluid substitution in anisotropic rock. The following equations are also applicable 

for minerals that are anisotropic with respect to elastic properties.  
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The equations are expressed in terms of effective elastic compliance tensor, which is merely an 

inverse of the effective elastic stiffness tensor.      
    is an effective elastic compliance element 

of fluid saturated rock.      
   is an effective elastic compliance element of the solid mineral.      

is fluid compressibility, and    is the mineral compressibility such that K0 =       
 ⁄       

 . 

When fluid1 in the pores and cracks is displaced by fuid2, a new effective elastic compliance, or 

stiffness tensor can be obtained by applying the above equations sequentially. For the middle 

layer of the benchmark reservoir the dry effective elastic stiffness tensors were calculated. Thus 

the following equation can be employed for obtaining elastic property tensors with any fluid 

mixture.  

             (         )  

 

Rock density in a grid block with new fluid mixture can be calculated using the above equation. 

       is the sum of matrix porosity and crack/fracture porosity.  
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Phase Velocity using Christoffel’s Equation 

Phase velocity calculations with explicit forms are only available when the types of symmetry is 

known with directional information of the symmetry axis. Christoffel’s equation allows one to 

calculate phase velocity on any direction of incidence on given elastic tensor without knowing 

the information on its symmetry.  

(                )     

The above is Christoffel’s equation.    are unit vector components in the direction of wave 

propagation,     is the Kronecker delta,   are unit displacement polarization vectors,   is 

density,      is the effective elastic stiffness tensor components, and V are phase velocity. This 

equation can be rewritten in matrix form as follows: 

[

             

          

           

] {

  

  

  

}    

Where 

              

 

Eigen values of the LHS of the matrix form of Christoffel’s equation gives     of phase 

velocities with by the effective elastic stiffness tensor and angle of the wave propagation. To 

construct the Christoffel’s matrix, the following relations can be used (Sun, 2002). 
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Appendix VI: Flow Simulation  

This appendix describes the details of dynamic response of the synthetic Benchmark 

reservoir. 3DSL is chosen for our purpose is a commercial streamline simulator keeping in mind 

computational time considerations.  

In this section, input deck definitions will be given together with fluid definitions and 

certain limitations of the flow simulator chosen. The procedure for flow simulation in a nutshell 

can be given as follows: 

1. Create necessary outputs from SKUA for flow simulation 

2. Modify SKUA outputs to be read by 3DSL 

3. Create PVT model for reservoir fluids 

These steps will be elaborated before presenting the results of the flow simulation. 

The flow simulation is performed using the Eclipse Dual Porosity model in 3DSL. As a 

convention the properties should be defined for a grid size of NX, NY and 2*NZ. The reason for 

that it is porosity and permeability has to be defined for matrix and fracture media separately. 

This is given pictorially in figure below; 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Dual-Porosity Parameter Input Model 
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SKUA Outputs 

 After the geomodeling phase is completed certain components of the geomodel is 

needed for the flow simulation. 

 In the exporting part of the study CMG format is used for all of the properties 

that are exported from SKUA. This provides ease of read and flexibility for easy modification of 

these outputs. The flow simulation study has revealed that the outputs of SKUA are not 

necessarily compatible with 3DSL so some of the outputs need to be modified for flow 

simulation. Certain MATLAB programs are written to convert these outputs automatically to 

inputs that are recognized by 3DSL. Figure 2, elaborates how to export properties using CMG. 

 

 

Figure 2: Export Screen for SKUA 

 In the figure above, it is seen SGrid is selected for export. In the SKUA terminology this 

refers to the grid that is used to populate the flow model with properties. Care should be taken 

inside the CMG export screen. Regardless of what property it is at least one property export 

should contain the geometry variables.  
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Figure 3: CMG Export Screen Steps 

In Figure 3, the CMG export screen is shown. The first step in the exporting a property is to 

define a path which can be done by clicking on the folder icon.  

NOTE: Click on “Export Geometry” only once when a variable is being exported. When clicked it 

exports the variables DX, DY, DZ, Tops and ACTNUM keywords that will be needed for flow 

simulation together with the selected the variable (in the example above it is porosity, POR). 

The section numbered as 3 in Figure 3, is used to add any user defined headers together with 

ordinary CMG Headers. This comes in handy when petrophysical properties; porosity and 

permeability are defined for matrix and fracture separately.  

In this example; 

Grid Dimension Dimension Size 

NX 33 

NY 37 

NZ 75 
 

To define porosity for fractured media and matrix the corresponding properties porosity_matrix 

and porosity_frac has to be exported with the right headers. 
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Figure 4: Property Definitions for Fractured and Unfractured Media 

 As it can be seen in Figure 4, to define matrix porosity the user has to input “K = 1 – 75”, 

this is due to the fact that matrix properties are defined at 1-NX, 1-NY and 1-NZ. The fracture 

properties are defined at 1-NX, 1-NY, NZ+1 - 2*NZ.  

 For future research purposes all of the petrophysical properties are exported to 

different files. 

Simulation Deck Structure 

The simulation deck in 3DSL is roughly partitioned as: 

1. RUNOPTIONS 

2. GRID 

3. PVT 

4. RELPERMS 

5. INITIALCOND 

6. BOUNDARIES 

7. OUTPUT 

8. TUNING1D 

9. RECURRENT 

10. WELLS 

The details for each and every section and also the ones that aren’t mentioned in this study 

can be found in 3DSL manual. In this section the way these functionalities are utilized for the 

purposes of this study will be discussed. 
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RUNOPTIONS 

This section is used to define the units, fluid model, title of the study, simulation start date 

and simulation model is defined. In this study the RUNOPTIONS sections parameters are 

defined as: 

Parameter Value 

UNITS FIELD 
MODEL IMMISCIBLE 
TITLE SCRF Benchmark Model 
STARTDATE 01 Jan 2014 
NOSIM OFF 
DUALPORO ECLIPSE 
STARTSIMTIME 0 

Table 1: RUNOPTIONS Inputs 

 

 The dual-porosity model used in this study the Eclipse model. The model implemented 

in 3DSL assumes matrix/fracture transfer of an oil water system only. This puts a restriction on 

the flow simulation model in terms of the fluid model. 

 

LIMITATION: The dual-porosity model in 3DSL only allows for an immiscible model.  

 

GRID 

 This section is used to define grid dimensions, grid geometry and also to import 
petrophysical properties. In the simulation deck it can be seen that petrophysical properties are 
appear to be imported in two different locations in the grid section. This was illustrated in  
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Figure 1. In this section the following has to be defined as follows; 

Parameter Value 

NX, NY, NZ 33, 37, 75 
DXV, DYV, DZV, TOPS, ACTNUM dxyz.INC 
PORO (Matrix) poro_matrix_fixed.INC 
PORO (Frac) poro_frac_fixed.INC 
PERMX, PERMY, PERMZ (Matrix) permx_matrix.INC/permy_matrix.INC/… 
PERMX, PERMY, PERMZ (Frac) permx_frac.INC/permy_frac.INC/… 
DPNUM dpnum.INC 
SIGMAV sigma.INC 
Table 2: Grid Section Inputs 

 Include files that have the .INC extension, are post-processed versions of the SKUA 

output. Main functions of the post-processing part is to: 

 Remove ACTNUM output that is automatically written to all of the output files to 

avoid repetition of input 

 Files marked “_fixed” are also changed if there are any zero-values in them. 3DSL 

assumes that zero-valued porosity and permeability cells are inactive and when 

ACTNUM is non-zero for a cell with zero-valued porosity or permeability, the 

simulator reports inconsistency 

Post-processing functions are coded in MATLAB and are available inside the simulation 

deck. 

PVT 

 In this project a relatively heavy oil is modeled. The model are created to emulate that 

of a heavy oil. 

 

 

Figure 5: Viscosity Model for Oil 
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Figure 6: FVF Model for Oil 

 

  

 

 

 

 

Data points for viscosity and FVF are obtained for a single pressure from Chevron Crude 

Marketing (http://crudemarketing.chevron.com/crude/european/clair.aspx). The model is 

generated to obey that one point obtained from this source. 

In the simulation deck, SCDENSITIES, CVISCOSITIES, BAVG are used to model these PVT 

properties. The beta version of the simulation deck uses straight line models for these PVT 

properties.  

For this input, no export is needed. The table is made in Excel and then copy-pasted into 

the simulation deck file. 

RELPERMS 

 In this study two different relative permeability are defined for matrix and fractures. The 

main reason for that the average pore throat sizes in the matrix and their distribution is 

different from that of fracture apertures and the way they are connected and distributed within 

the porous media. The relative permeability curve defined for matrix is given below 

 

 

 

 

 

Figure 7: Relative Permeability to Oil and 
Water for Matrix Rock 
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A connate water saturation of 0.2 is assumed for the matrix.  

A linear relative permeability-saturation relationship is assumed for fractures. This part 

of the modeling is made relatively simple and for further studies the relation used here can be 

changed easily. The fracture relative permeability curves are given below: 

 

Figure 8: Relative 
Permeability to Oil and 
Water for Fractures 

 

 

 

 

 

 

 

 

As seen in Figure 8 no connate saturations are assumed for water and oil within fractures. 

Relative permeability input is entered as a table in the simulation deck as well. As the 

convention in 3DSL the first column refers to water saturation, the second column refers to 

water relative permeability, the third column refers to oil relative permeability and the fourth 

column refers to gas permeability. 
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INITIALCOND 

 The bare minimum for this part are 3 parameters: 

 DATUMDEPTH: Depth at which pressures are defined 

 DATUMPRESSURE: Pressure at datum depths 

 OWC: The oil water-contact. 

In this example the reservoir model has 5 compartments that is why DATUMDEPTH, 

DATUMPRESSURE and OWC should have 5 inputs from 5 different compartments being 

modeled. 

BOUNDARIES 

 In this part of the flow simulation deck, boundary conditions for the simulation model is 

defined. For this specific case, a constant flux boundary condition is modeled. In the 3DSL 

simulation deck grid cells with the specific boundary condition: 

NAME=east1   I=1    J=  1-20 K=1 ZWAT=1 ACTIVEFREQ=5  

An example is given above. As it can be seen above the water saturation is set to 1 for 

this group of grid cells. 

OUTPUT 

 In this part of the simulation deck the output format of the simulator is defined. In this 

study the Eclipse style output is preferred for visualization purposes. Since this is an exploratory 

study there are no specific time steps that are desired to be outputted.  

TUNING1D 

 This section is used to tune some of the simulation run parameters. In this study the 

only keyword used is NODESMAX which defines the number of grid blocks that are allowed 

along a streamline. In this given the size of the grid in this study it is used as 10000.  

RECURRENT 

 This is an identifier for the start of the section in which well definitions and well 

parameters are defined.  
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WELLS 

 In this section wells are defined. There are two files named 

 wells.INC 

 well_control.INC 

The first file (wells.INC) is used to define the trajectories of wells. The trajectories are 

exported from the CMG project. The scheme for exporting well data is given below: 

 

 

 

 

 

 

 

 

 

 

 

     Figure 9: Export Screen for Well Data                                                                     Figure 10: Well Data Export Screen                                                                     

 

After the export screen is reached, the property export is unticked and well data export is 

selected as shown above in figure 10.  
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Simulation Outputs 

In this section the outputs from simulation will be presented. First of all the following saturation 

map is obtained for the simulation which is simulated for 10 years: 

 

 

Figure 11: Water Saturation Initialization 
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Well Responses 

The following responses are simulated for wells throughout 10 years. 

EXPO_WELL_1 

 

 

Figure 12: Surface Water Production 
Rate for EXPO_WELL_1 

 

 

 

 

 

 

 

 

 

 

 

 

EXPO_WELL_2 

 

Figure 13: Simulated Responses for 
EXPO_WELL_2 
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EXPO_WELL_3 

 

Figure 14: Simulated Responses for EXPO_WELL_3 

 

DEV_WELL_1 

 

 EXPO_WELL_3 

 

 

 

 

 

 

 

 

 

 

 

 

Rate Surf. Wat. Inj. 

                                                             Figure 15: Simulated Responses for DEV_WELL_1 
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DEV_WELL_2 

 

Figure 16: Simulated Response for DEV_WELL_2 

 

Well Location Selections 

 Well locations are selected so that the vertical wells are drilled in less promising parts of 

the reservoir in terms of permeability. On the other hand, deviated wells are drilled so that they 

contact multiple reservoirs thus proving the feasibility of the field.  
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Figure 17: Vertical Representation of EXPO_WELL_1 

 

Figure 18: Vertical Representation of EXPO_WELL_2 



85 

 

Figure 19: Vertical Representation of EXPO_WELL_3 

 

Figure 20: Vertical Representation of Horizontal Well Trajectories 

 

 

 

 


