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Abstract 

Among various sources of uncertainty in reservoir modeling, structural uncertainty is often 

underrepresented. Evaluating different faulting scenarios requires gridding each of these 

scenarios. Preserving the structural geological realism requires careful consideration of 

structural hierarchy and abutting relationships. Enforcing such relationships often requires 

manual editing results. In this report, we propose a proxy method to efficiently represent 

uncertainty in structural modeling by building fault scenarios in the depositional grid, which is 

often a simple Cartesian grid. In this way accuracy (building actual complex fault models) is 

traded off for the ability to study uncertainty. A bottleneck in properly modeling structural 

uncertainty is caused by representation of faults as explicit surfaces. This is resolved in this 

report with the proxy method by representing a faulting scenario as a fault block map which 

represents the compartments created in a reservoir by faults as a property on a Cartesian grid. 

These compartments defined on a Cartesian grid are easier to manipulate, allow for fast 

generation of geologically consistent fault network realizations. Faults bounding these 

compartments are represented as transmissibility multipliers on the Cartesian grid taking into 

account their throw. Another bottleneck associated with structural uncertainty evaluation 

comes at the stage of simulating flow through a faulted reservoir. Running simulations on 

physical domain where the grid is deformed with respect to fault throws is hard to achieve due 

to grid cell geometries around faults. Utilizing state-of the-art flow diagnostics on the Cartesian 

domain instead of a relatively slow finite element reservoir simulator on the physical domain 

allows the rapid evaluation and selection of fault networks for uncertainty quantification of 

forecasts.  



In order to showcase the main functionalities of the proxy method, first, a small field example is 

used with small number of faults, where the full exploration of uncertainty is compared with 

uncertainty derived from the proxy method.  

 

 

 

 

 

 

 

 

 

 

 

 

 



Introduction 

Reservoir modeling workflows require building a structural model. This structural model comes 

from seismic sources which are uncertain largely due to uncertainty in velocity and in 

interpretation on migrated images (Thore et. Al., 2002). Although structure is a zeroth order 

component in the flow response obtained from a reservoir model, it is often under-sampled 

due to lack of robust and commercial tools to automatically generate different structural grids. 

Another facet of uncertainty which is depositional uncertainty is often well-represented due to 

ease of generating multiple petrophysical realizations on a given grid. However, changing the 

grid itself as a realization is a much harder task in general. In this manner structural uncertainty 

is a great example in earth sciences of a source of uncertainty that is poorly addressed due to 

hardship in addressing it. Some of these problems can be related to gridding since in a 

conventional modeling software defining the structure is the first step and it will change the 

structural grid and every property associated with that grid. Nevertheless structural uncertainty 

is seldom addressed by mostly manually generating “few” structural grids although there are 

some other efforts to address the problem of automation in literature (Chavanne et al., 2008; 

Cherpeau et al., 2012; Freeman et al., 2009). The main challenge in generating structural 

realizations is the fact that there are certain “soft” parameters that need to be honored that do 

not exist in geostatistical realizations, also modelers are dealing with surfaces instead of grid 

cells. For example, each and every structural realization needs to be constrained to a certain 

fault hierarchy (Cherpeau et al., 2012), and this constraint becomes difficult to apply on a set of 

surfaces if the amount of surfaces is high.  



The problem of structural uncertainty is cumbersome to address in the space that the faults are 

defined, namely the physical space. In this paper we propose a proxy that will work on a 

Cartesian grid (the same grid that geostatistical realziations are made) to generate fault 

realizations.  

The basic goal of this report is to showcase the use of proxies to represent the overall 

uncertainty pertained to the geology of a reservoir. We propose to use fast running image 

operators and flow diagnostics to quantify the uncertainty related to reservoir geology. 

In this paper we propose to use proxies to 1) create structural models, and 2) evaluate 

uncertainty in the physical space with selected models in depositional domain  

The computational leverage in this report also comes from the use of Cartesian grids to apply 

an image based approach to this problem. Thus in this report we will develop a method which 

will represent the structural uncertainty in a simpler Cartesian space. 

 

 

  

 

 



Case Study 

To demonstrate the methodology we consider an example inspired by a reald field of 

Wintershall, (which will be refer to as in this paper as the WH field) in which 4 faults exists in a 

field however the existence and locations of these faults are uncertain. Note that in this study 

we are after modeling uncertainty and deposition at the same time, thus we will develop a 

methodology that addresses both sources of uncertainty. It is important to develop methods 

that can address both sources jointly, as the structure and the grid on which properties reside 

are intricately linked. Thus the case study will consider multiple fault and depositional scenarios 

for the WH Field. Here the modeling purpose is to determine uncertainty in total oil produced, 

water-cut and also to understand the sensitivities of these parameters to structural and 

depositional parameters, such as fault locations, number of faults, throw, depositional 

scenarios and so forth. The overall structure of the initial model is given below: 

 

Figure 1: Initial Structural Model of the Case Study 



As it can be seen in Figure 1, 4 faults exist in the initially model in question. In this paper we will 

develop proxies that will allow moving those faults and also creating fault hierarchies with 

lesser number of faults.  

Figure 1 also shows the locations of producer wells (marked with orange derricks) and the 

injector well (marked with the blue derrick). In this case we have 4 wells, 3 of which are 

producers with an injector that are separated with faults. 

For this case, different depositional settings are considered with different depositional settings 

and changing sand and shale proportions. 

 

Figure 2: Facies Models for the Case 

Two depositional scenarios are considered: channeled facies and long sand bars. Petrophysical 

parameters such as porosity and permeability are derived from these facies. In this case every 

realization has a different porosity, permeability maps and different structural model. For each 

and every structural model, 40 different property models are generated. 



Methodology  

Depositional Domain vs. Physical Domain 

In this section two terms will be used quite frequently; depositional domain and physical 

domain. In this paper, depositional domain refers to the domain that is represented in a regular 

Cartesian grid. This grid is not deformed to fit the stratigraphy observed and is just a 

rectangular box. The physical domain however, refers to the structural grid that is mainly used 

for structural modeling and upscaled flow simulation grid for justification of proxy results. From 

a modeling standpoint, figure below illustrates which domain different modeling elements 

reside. 

 

Figure 3: Elements of Physical and Depositional Domain (adapted from Caers, 2005) 

As shown in Figure 3, the depositional domain and physical domain are linked when the 

simulated petrophysical properties are imposed on the 3D stratigraphic model. In this paper, 



the locations of faults in the physical domain are represented in the fault block map generated 

by the image dilation operator (which will be explained in the following sections) ( Gonzales & 

Woods, 2004). 

The switch from physical domain to depositional domain  

Two proxies are used to:  

1. Span structural uncertainty  

2. Select models for flow uncertainty quantification  

The first proxy which uses an image operator is used to create different structural realizations 

in a fast and geologically consistent manner. This proxy outputs fault locations in the 

depositional domain used by the flow based proxy that is used for model selection. Both of 

these proxies operate in the depositional domain.  

 

Workflow overview 

The main scope of methodology is to model structural uncertainty by creating a minimal 

amount stratigraphic grids and only doing this at the very end of the process. The workflow 

starts as any modeling workflow would start: building faulted surfaces in the physical domain 

from point sets interpreted on seismic data. These faults locations are then represented as fault 

blocks in a Cartesian grid and then fault numbers and locations are changed in this domain by 

using image operators. Here every fault block is an indicator for the faults bounding them. After 

a new fault network is simulated in the Cartesian domain, another proxy, a flow proxy is applied 

on maps that contain permeability and simulated faults in the depositional domain. From a 



large set of models some models are selected in this domain. The next step is to quantify the 

flow uncertainty in the physical space. This requires back-transformation of selected models 

including their faults simulated in the depositional domain into physical domain. This is 

achieved by directly scaling the pixel indices to physical coordinates and fault locations are 

exported as point picks in the physical domain. These points are later used in SKUA’s structural 

modeling workflow to create the grid. The method implemented in this paper and the software 

used at every step is pictorially summarized below: 

 

Figure 4: Overall Workflow for Modeling Structural and Depositional Uncertainty with the 
Software Package Used 



Step 1: The workflow starts with an initial representation of the fault network, iF  and horizons

iH . In this example we start with an initial interpretation of faults and horizons surfaces. 

Moreover, a VOI (volume-of-interest) needs to be defined as it will define the fault block 

geometries together with faults.  

Step 2 involves generating S-grids to represent structural geology. We use SKUA, since this 

represents the state-of-the-art software in doing so. Note that this step is relatively fast as such 

grids are not flow grids or have any volume associated with them. The main output of this step 

in SKUA is a consistent structural scenario involving fault-horizon relationships quality-checks. 

At the end of this step an initial grid is obtained (as a result of the Structural Workflow of 

SKUA). This output is a pixel based output that assigns a value to a grid cell depending on by 

which fault(s) it is bounded. 

In step 3 a SKUA package Geochron (Mallet, 2002) is used to convert the physical locations of 

fault block map pixels  ( , , )x y z  to depositional coordinates ( , , )i j k . This package converts a 

deformed grid (the one in step 2 of Figure 4) to a flattened regular Cartesian grid.  

After step 3 a representation of faults exists in the depositional domain. Step 4 contains the 

first original idea of this workflow: create realizations of fault locations in the depositional 

domain. Note that faults are no longer represent by surfaces but by fault block indicators 

(colors in Figure 4, step 3-4). A modified image dilation operator is used to automatically 

generate such fault block realizations based in interpreted fault location uncertainty. This 

operator will be elaborated in a separate section of the methodology. The creation of multiple 

fault block realizations emulates (approximates) the moving of faults in the physical domain.  



In step 5 of the workflow multiple permeability and porosity realizations are generated in order 

to support the depositional uncertainty space.  

Step 6 uses the outputs of step 4 and 5 and generates fault-imprinted permeability realizations. 

At this step, the Canny algorithm (Canny, 1986) is used to extract the edges of the fault block in 

the fault block maps, notice that these pixels correspond to simulated fault locations in the 

depositional domain. Later depending on the throw associated with a fault a transmissibility 

multiplier is calculated for these pixels.  

Step 7 utilizes the SINTEF groups MRST tool’s flow diagnostics toolbox to capture the variation 

in the flow characteristics in faulted porous media. The flow proxy used in this toolbox is the 

time-of-flight calculated for the fault-imprinted permeability map. As a local proxy flow 

capacity-storage capacity are used for wells in the model.  

In step 8, dissimilarities between TOF are calculated using Modified Hausdorff Distance 

(Dubuisson & Jain,1994). Multi-dimensional scaling (MDS) is applied to the dissimilarity matrix 

of TOF dissimilarities to select which models can be used to represent uncertainty .  

The main purpose of this work is to know which models (structural and depositional) needs to 

be created in the physical space and obtaining that knowledge without creating all possible 

structural models in the physical domain. That brings forth the back-mapping steps in the 

workflow, summarized by the following steps. 

In Step 9, structural models for the selected models are back-transformed into the physical 

domain. Pixel indices for fault locations in the depositional domain are scaled up to correspond 

to the physical coordinates. In a sense this step creates synthetic point picks (just like the ones 



obtained from seismic) to model faults. Moreover, by using the throw information on each 

faults, horizon picks for fault blocks are also exported.  

Step 10 is the conventional structural modeling workflow of SKUA. In this step, fault and 

horizon picks are converted into surfaces. Later in the workflow, these surfaces are used for 

creating a structural grid that obeys the fault-horizon relationships defined by the scatter 

exported in the previous step. 

Step 11, is the FSG (flow-simulation grid) workflow of SKUA, in which a flow simulation grid is 

created by using the structural model in the previous step. 

In step 12, the flow simulation is performed on the selected models. Also to justify the model 

selection made exhaustive flow simulation is compared with the workflow results. 

In the following subsections notations and steps described will be elaborated. 

 

Generating Structural Realizations 

In this study a fault block map R  in the depositional domain, PR  is used as an indicator for 

fault locations. The overall workflow is shown in the figure below: 



 

Figure 5: Fault block Map Generation 

T 

he algorithm that corresponds to Figure 5 is given below: 

 Algorithm 1.1:  

1.1. Define initial fault surfaces P

iS   and Volume-of-Interest, VOI  in    

1.2. Define the initial grid, P

iG  

1.2.1. Populate P

iG  with fault block map, P

iR  

1.2.2. Using Geochron export P

iR in Depositional Domain as D

iR  

1.3. Generate Fault Block Realizations  D

nR from D

iR using image dilation 

A modified image dilation algorithm constrained to the fault network hierarchy is carried out in 

this study.  



 

Figure 6: Top View of a Fault Block Map and Its Associated Fault-Fault block Hierarchy 

 

Moving a Fault 

In the depositional domain, as seen in Figure 6, a fault hierarchy has a subsequent fault block 

hierarchy. In this setting image dilation operator,1 S , adds pixels to the boundary of the fault 



block 1 with the geometry defined by the structural element S . This process is expressed 

pictorially below. 

 

Figure 7: Steps of Hierarchy Constrained Image Dilation 

 In the figure above, a fault map of two faults (depicted with black and purple lines) and three 

fault blocks is given. In order to move the purple fault bounding fault blocks 1 and 2, fault block 

1 or fault  block 2 could be dilated. Fault block 2 is selected for dilation hence the purple fault 

will be moved upward. The first step in the algorithm is given in b). At this step the fault block 

to be dilated is singled-out as a binary image (image dilation works with binary images). At the 

next step, c), image dilation operator,1 S , is applied on the binary image. When this fault 

block is dilated, all edges, including the edge which is a part of the black fault (which we do not 

want to change) and also the edge of the entire model is dilated. In order to ensure that the 

fault block is not dilated outside of model bounds the active cells map given in d) is super-

imposed on c). Furthermore using the hierarchy tree in Figure 3, the algorithm does not allow 

the dilated binary fault block to over-write the fault block 3. Thus the dilated fault block is 

trimmed and then superimposed on the original fault block map and the result in e) is obtained. 



 

Algorithm 1.2: Modified Image Dilation 

Input:  Fault blocks to Dilate, DILR  

            Dilation Coefficients for fault blocks,  _1 _ 2 _, ,...region region region kC C C C   

            Fault Hierarchy, 
FH   

1.1. For given DILR and C start with fault  block with smallest fault block index, _1region  

1.2. For _1region , create a binary image for that fault  block 

1.3. Perform Image Dilation on that fault  block 

1.4. Erode the dilated fault  block with respect to outer boundary and fault hierarchy 

1.5. Superimpose the modified, dilated fault block on to the original fault blocks map. 

 

Removing a Fault 

As shown in Figure 6, every fault has at least two fault blocks (fault blocks) associated with it. 

Removing a fault or a group of faults lying on one side of the fault corresponds to removing a 

fault in the depositional domain.  



 

Figure 8: Removing Faults in the Depositional Domain 

 

When faults C and D are removed in Figure 6, the associated fault blocks associated are set 

equal to the same fault block index (3 in this example). 

 

Model Selection in the Depositional Domain 

Representing throw in Cartesian Domain 

In the previous section fault blocks maps in the Cartesian domain are used as fast-proxy for 

different fault configurations that obey a certain fault hierarchy. That proxy will be combined 

with a flow proxy that will yield global and local flow proxy responses. In this section fault 

blocks map from the previous section will be superimposed on permeability maps and then 

these maps will further be used in the flow proxy.  

Imprinting of these fault locations on the permeability map requires some considerations. 

There has to be permeability modifications due to 2 factors: 



1. Permeability reduction due to smearing of clay along the fault 

2. Representation of effects of fault throw in the Cartesian space 

The first factor has been addressed by multiple authors, however the second factor emanates 

as a unique challenge of the proxy since the deformation due to faulting is undone when all the 

properties are migrated into the depositional domain. We use the following equation to 

calculate fault transmissibility (Manzocchi. et.al., 1999): 

    
51

log 4 log 1
4

fk SGR throw SGR     

In this equation SGR refers to shale-gouge-ratio, in this simpler depositional setting it is 

basically taken as the ratio of shale to sand at the faulted cells. In this study the throws of faults 

in the physical domain is assumed to be constant for each fault (not uncertain). For the 

purposes of this study permeability at the fault represented by fk  , is scaled by1
layer

throw

t

 
   
 

 . In 

cases where the throw is equal to the reservoir thickness, meaning completely sealing the 

compartments, permeability at the fault location in the Cartesian domain is computed as zero. 

below is the pictorial representation of fault imprinting on a permeability map. 



 

Figure 9: Steps for Imprinting Faults on Permeability Map 

 

Boundaries of each fault block within a fault block map are extracted as a binary map. This map 

is the indicator of simulated fault locations in the Cartesian domain. Then the permeability for 

the fault is calculated and over-printed on the pre-existing permeability maps. In the next step, 

these maps are used within flow diagnostics in the Cartesian domain. 

 

Flow Proxy 

Sintef’s MRST Flow Diagnostics toolbox (Shahvali, et.al, 2012) is used for obtaining flow proxy 

responses in the depositional domain. It must stressed here that in this paper we are not after 

emulating the flow response in the physical domain rather represent its variation such that 

model selection can be done in the depositional (Cartesian) domain. Two types of flow proxy 

responses are evaluated: 

1. Global map of Time-of-Flight 



2. Flow-capacity vs storage capacity curves for each well 

A depiction of TOF map is given in Figure 10. The same permeability maps are used to obtain 

time-of-flight with one difference: fault-imprints. The first permeability map carries no 

information regarding the structure. However, the second permeability map has fault 

permeabilities calculated at faulted grid cells. As shown in this figure, representation of faults in 

the Cartesian domain has visible consequences on flow geometrical characteristics.  

 

Figure 10: Effect of Faults in Time-of-Flight Maps 1) without faults, 2) with faults 

However, time-of-flight maps represent global flow information that includes all of the wells 

involved in the field. If one would like to predict or perform sensitivity analysis on a well-by-well 

basis, a different response is required. For that reason F-C and F-PV curves are introduced, as 

shown in figure 11. 



 

Figure 11: Well based Proxy Response 

These curves represent which percentage of the pore space is drained by a given well. Similarly, 

the second curve in Figure 11, is informative about how much of the fluid injected by an 

injector is collected by producers. Due to physical definitions these proxy responses are good 

candidates as proxies for total oil produced and water-cut respectively. 

 

 

 

 

 

 



Results 

For this study a Monte Carlo approach is applied and a total of 800 models with changing 

structure and deposition are evaluated. For the structural case the number of faults and fault 

locations are changed. As per depositional uncertainty, for a given structural map 40 of the 

permeability and porosity maps are applied. The first step in the workflow is to apply a 

sensitivity analysis to the proxy results. In this study dGSA is used for sensitivity studies 

(Fenwick, et.al., 2014). Since wells show similar sensitivity, only well 1’s sensitivity plot is 

displayed: 

 

 

  

Figure 12: Sensitivity of TOF to Model Parameters using dGSA 
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Figure 13: Model Selection Using TOF in Cartesian Domain 

In the figure above a total of 55 models are selected to be built in the physical domain and 

compare the flow result against the exhaustive set of flow results. 



 

Figure 14: P10, P50 and P90 of Water-Cut Value 

 

As seen in the figure above the global TOF performs well to predict the field watercut 

uncertainty. Here a total of 55 models are selected by the proxy. 

On top of forecasting the sensitivity results are also conducted on the exhaustive flow 

simulation results. 



 

Figure 15: Sensitivity of Flow Simulation Results to Model Parameters 

As shown above, actual flow results are more sensitive to structural components of the 

uncertainty. Also, faults higher in the hierarchy are more sensitive to flow parameters.  

 

Conclusions & Discussions 

In this paper we have presented a method to utilize two different proxies to address the 

structural uncertainty. Moreover in order to be able to check our results with actual flow 

simulation results we have developed a workflow (described in Appendix) to be able to 



automatically generate structural grid realizations in the physical domain. We have focused on 

a case that had compartmentalizing faults and we will expand the idea of image dilation in 

Cartesian space to accommodate faults that do not compartmentalize, in other words faults 

that end somewhere within the area of interest. 

 

 

 

 

 

 

 

 

 

 

 

 



Appendix I: SKUA Plug-in for Structural Modeling 

In order to compare the proxy results presented in this paper a method of generating fast 

structural grid realizations is needed. This plug-in makes use of the fault blocks maps in 

Cartesian domain, exports the fault locations in the Cartesian domain into Physical domain as 

surface picks and these picks are fed into the Structural Modeling Workflow of SKUA to 

generate new models.  

 

Figure 16: Back-Transformation of Faults in Cartesian Domain to Physical Domain 

 



In order to obtain the results above the following workflow is used:  
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