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ABSTRACT

Hydraulic fracturing is a widely used reservoir stimulation technique for improving fluid circulation in rock formations with extremely
low permeability, particularly in enhanced geothermal systems (EGS). To better understand the complex processes involved and improve
hydraulic stimulation performance, we have developed ELK (ELectrical fracKing), a MOOSE-based 3D finite element application, to
model the behavior of proppant-fluid mixtures in propagating fractures. ELK integrates both the fluid and proppant components,
incorporating particle-driven processes such as gravity settling, particle-particle interactions, and strong density and viscosity contracts,
in addition to conventional fluid-driven fracture propagation. In this contribution, we extend ELK to model propped fracture closure,
which occurs after the injection phase due to a dramatic fluid pressure drop within the fracture plane. During the shut-in, flowback, and
production periods, the fracture width decreases, with the closure behavior depending on proppant concentration. At low concentrations,
closure follows a nonlinear joint law linked to the stiffness of asperities in the fracture walls. While at high concentrations, it is controlled
by the properties of a packed proppant bed. The extended ELK application is validated against several benchmark examples, including
normal separation of a bar, fracture opening and propagation in response to fluid injection, and a flowback analysis. We believe that
ELK’s enhanced capabilities can serve as a valuable tool for designing and optimizing EGS deployment.

1. INTRODUCTION

Hydraulic fracturing is a widely used reservoir stimulation technique that creates or enhances fractures and fracture networks in
underground low-permeable rock formations. This process increases the reservoir permeability and facilitates fluid circulation. It has been
applied in various geoscientific fields, including oil and gas extraction, enhanced geothermal systems, and in-situ mining. The hydraulic
fracturing process involves injecting a high-pressure fluid mixture into the rock formation through a wellbore, which will initiate, enlarge,
and propagate fractures in the rock. Upon the release of fluid pressure, the stimulated fracture may narrow or even close, reducing
permeability and limiting fluid circulation. To prevent fracture closure, the injected fluid mixture typically contains fine suspending
particles, known as proppants, which will flow with the fluid and settle within the fractures to maintain their aperture width. Therefore,
understanding and modeling the interaction between fracture closure and proppant placement is crucial for improving hydraulic fracturing
efficiency and maximizing production output.

Numerical modeling of hydraulic stimulation requires adequate consideration of fracture opening and proppant transport. Various
computational approaches have been developed to simulate this behavior, which can generally be categorized into continuum-based and
discontinuous methods. These approaches differ in how they treat the fracture path, either assuming it is known a priori or allowing it to
evolve during the simulation (Chen et al. 2021). Common methods include the finite element method (FEM) and its specialized variants
such as extended finite element (XFEM) (Mohammadnejad and Khoei 2013, Jin and Arson 2019), phase field modeling (PFM) (Costa et
al. 2023), cohesive zone modeling (CZM) (Liu et al. 2023), or split node (Meng et al. 2023).

The inclusion of proppant transport during hydraulic stimulation introduces an additional layer of complexity, as it requires treating the
fluid flow as a multiphase and/or multi-component problem involving two interpenetrating media (Barboza et al. 2021). To enhance
computational efficiency, Eulerian-Eulerian numerical schemes are often employed, where both the fracturing fluid and proppant are
treated as continua governed by mass conservation principles (Shiozawa and McClure 2016). Simulating slurry transport involves
modeling it as a mixture flow with concentration-dependent fluid rheology (Kumar et al. 2019, Egert et al. 2023), while accounting for
physical processes such as particle-particle interactions and gravity settling.

Although the simulation of hydraulic fracturing has been extensively studied, coupled simulations involving proppant transport remain
relatively underexplored and numerically challenging. Wang (2020) developed a fully coupled numerical code that captures both hydraulic
stimulation and proppant transport, including proppant bank formation. Hosseini and Khoei (2020) applied XFEM to simulate hydraulic
fracturing with proppant transport and tip screen-out, while Zeng et al. (2019) coupled proppant transport to the analytical solution of the
classical PKN model. Egert et al. (2025) implemented a weak coupling approach for proppant transport and hydraulic fracturing,
interchanging information between the two simulations.

This study focuses on the fracture opening and closure behavior within a coupled simulation of hydraulic fracturing and proppant transport.
The key aspect is the traction-separation law used to control crack initiation and propagation, where a residual aperture width is
incorporated into a penalty term to prevent significant overlap in closed fractures. When coupled with proppant transport, we introduce
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simple equations to correlate the residual aperture width with the proppant concertation. The validity of our approach is assessed through
three benchmark examples, including (1) the normal separation of a bar, which evaluates the fundamental fracture opening and closure
behavior; (2) a plane-strain KGD model, which tests the propagation and closure of a hydraulic fracture under controlled conditions; (3)
a radial hydraulic fracture model with proppant transport, which examines the interaction between fracture growth and proppant
placement. Together, these steps enhance our understanding of the complex interactions between hydraulic fracturing and proppant
movement.

2. METHODS

The numerical modeling of hydraulic fracturing and proppant transport is performed using the finite element (FE) application ELK
(ELectrical fracKing), which is built on the open-source MOOSE (Multiphysics Object-Oriented Simulation Environment) framework
(Lindsay et al. 2022). The hydraulic fracturing component in ELK leverages MOOSE’s solid mechanics and porous flow modules,
incorporating a modified incomplete interior penalty Galerkin (IIPG) method (Liu et al. 2023) as discontinuous Galerkin (DG) kernels,
with a linear extrinsic cohesive law applied. For proppant transport, the MOOSE porous flow module is extended in ELK to account for
concentration-dependent fluid rheology. The coupling between these two components is achieved through the MOOSE MultiApp
interface.

2.1 Hydraulic fracturing

The hydraulic fracturing component in ELK incorporates three coupled governing equations: the stress equilibrium equation for the porous
bulk matrix, a Darcy-based flow equation for fluid flow within the porous bulk matrix, and an additional fluid flow equation for the flow
within the fracture plane (Liu et al. 2020). The coupling effects considered include solid-fluid interaction within the porous media, the
influence of aperture width on fluid flow and solid deformation near the fracture, fluid exchange between the fracture and the surrounding
porous media, and the propagation of hydraulic fracture (Mohammadnejad and Khoei 2013). The primary variables include the solid
displacement vector u, the pore pressure for the fluid phase in the bulk matrix p, and the fluid pressure within the fracture plane p,:

V.o+f=0 on Q\Qg,, (1)
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Here, Q) represents the entire domain, while Q, = w,; X S, denotes the set of all interior cracked sub-domains, with S, as the intermediate
fracture plane and w,, as the aperture width. o is the Cauchy stress tensor, q is the flux within the porous media, and g, is the flux within
the fracture plane. The injection rates into the matrix and fracture are denoted by s, and sg, respectively. €, is the volumetric strain rate
of the solid skeleton. The subscript a in equation (3) is specific to the fracture aperture, including the divergence operator V,. Further
details on the numerical implementation of these governing equations, based on the modified IIPG formulation (Liu et al. 2023), are
presented and discussed in Liu et al. (2020) and Egert et al. (2025).

A traction-separation law (TSL) or cohesive zone model (CZM) is incorporated into equation (1) to describe the relation between the
displacement jump (& = [u] = u* — u™) across the fracture plane and the traction ¢, which governs crack initiation and propagation.
This study adopts a linear extrinsic TSL based on Ortiz and Pandolfi (1999), where the relation between the effective traction tq¢ and the
effective displacement jump S is expressed as:
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Here, 8ot = +/ B2 18511 + (6,)%, where B is the ratio of the critical shear traction to the critical normal traction, with a typical value of
0.707. &, is the normal component of & relative to the fracture plane, while &5 is the shear component of § on the fracture plane. §,. and
t. are two material model parameters, representing the characteristic displacement jump and traction, respectively. Similarly, the effective

traction is given by tegr = / B2 Its|[? + (tn)?. Smax is the maximum &g reached during the loading history and serves as an internal

variable to quantify loading or unloading. t,,, is the traction corresponding to dy,ax, and is computed as <1 - 8’;”> t.. The Macaulay

c

brackets (x) are defined as (x) = 0 if x < 0 and (x) = x if x = 0.
The conversion from te to £ is given by:
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Equation (5) includes a penalty term 0(—(5n - 5nlres))mn to prevent significant overlap once the fracture closes. Here 8 is the penalty
parameter used in the discontinuous Galerkin formulation (Liu et al. 2023), m is a model parameter that enhances numerical stability
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(Bayat et al. 2020), and n is the normal vector to the fracture plane. 8, ,-os represents the residual aperture width, which is zero by default
but can be greater than zero when considering the contribution of proppant for preventing complete fracture closure.

. . 1 .
It is important to note that before crack nucleation, t = 3 (6~ + a*) - n. Crack nucleation occurs when the computed tqs exceeds t,.
Once crack nucleation happens, equations (3) and (4) are used to calculate the interface traction .

2.2 Proppant transport

To model the transport of proppants within the fracture, the aperture fluid is treated as a single-phase, two-component fluid consisting of
water and proppant. The mass balance equations for each component are given by:

onps(1—c
% +V. [npf(l - C)Uf] =0 (6)
anp,c

aptp + V- [npycv,] =0 (7

Here, n is the porosity, c is the proppant concentration, pr and p,, are the densities of water and proppant, respectively, and vy and v, are
the velocities of water and proppant. By introducing the average density and velocity of the water-proppant mixture, we obtain the mass
balance equation by combining equations (6) and (7):

Inppm
at

+ V- [nppvml =0 3

where pp, = pr(1 —¢) + ppc and pp vy, = pp(1 — vy + ppcv,,. The mixture (or slurry) velocity, v, is assumed to be the Darcy’s
velocity, and is determined by

K
Vpp = — M—’“(Vpa ~ Pmg) ©)

m
where py is the slurry pressure, up, is the slurry viscosity, and g is the gravity vector. The fracture permeability, Ky, is dependent on the

2
aperture width w, and is given by xy = %

With y = 22 ¢ the mass fraction of proppant, replacing c, and the slip velocity vg);, = v, — vy, equations (6) and (7) can be reformulated

Pm
as:
onpm(1—x)
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The slip velocity v, accounts for various effects that cause the particle velocity to deviate from the slurry velocity, such as gravitational
particle settling, collisional effects, fluid-particle drag forces, and turbulent mixing. Further details, including empirical equations for
particle-particle interactions, turbulent settling conditions, and concentration-dependent viscosity laws, can be found in Egert et al. (2025).

Equations (10) and (11), combined with equation (9) and the formulas for determining vgjip, Py, and pp,, can be solved to determine the

two primary variables p, and y. In ELK, these equations are solved using the Eulerian-Eulerian numerical scheme, which provides
adequate accuracy given the small deformation within the fracture plane.

2.3 Coupling approach

The coupling approach between hydraulic fracturing (HF) and proppant transport (PT) used in this study relies on the MultiApp feature
within the MOOSE framework. This feature enables multidimensional coupling in both fully coupled and loosely coupled manner,
providing flexibility and efficiency in integrating different components of the simulation. Various types of physics can be solved
independently in time and space, and then exchanged through spatial properties, variables, or shape functions. A main application (main
app) coordinates the exchange between itself and the sub-applications, managing the overall coordination, convergence criteria and
synchronization of the coupled simulation. A sub-app can be executed at any time during the main app solve, either loosely after each
time step of the main app, or fully coupled through fixed-point iterations during the solve.

In this study, a loose coupling strategy is implemented, where the main application PT is solved after the sub-application HF completes
its calculations. Time steps are synchronized between the two applications to ensure both are addressed in each time step. If an issue arises
during the solution process, the time step is reduced, allowing the affected application to continue solving until it catches up. The mesh is
shared between both applications, and nodal and elemental variables are used to transfer material properties between them. The sub-app
solves for pressure and aperture, transferring these values to the main app. While pressure is defined across the entire domain, the aperture
is confined to the fracture plane, often treated as an interface or lower-dimensional block. The aperture information in the main app is
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then used to calculate the fracture permeability using the local cubic law (Witherspoon et al. 1980), with porosity as a scaling parameter
to quantify lower-dimensional mass flow. PT calculates the proppant transport (restricted to the fracture plane) and updates concentration-
dependent material parameters, such as fluid density and viscosity, which are then transferred back into the sub-app.

3. RESULTS

3.1 Bar failure

The effectiveness of the penalty method introduced in the traction-separation law in equation (5) is evaluated by simulating the response
of a bar under stretching and compressing conditions. With Young’s modulus of 100 MPa, the bar is initially stretched by displacing the
top surface upward by 0.3 mm, then compressed by moving the top surface downward by 0.35 mm, and finally stretched again by 0.55
mm, as shown in Figure 1(a). Bar failure, marked by the activation of the extrinsic cohesive zone model, occurs during the initial stretching
phase when the displacement reaches 0.1 mm, and the traction t exceeds t;,,x (=3 MPa), as seen in Figure 1(b).

In the subsequent loading stage, as the interface displacement jump & increases, the numerical simulation closely matches the analytical
solution derived from the cohesive zone model, as evidenced by the overlapping curves in Figure 1(c). During the unloading or second
compression phase, as shown in Figure 1(c), the crack gap (or aperture width) nearly reaches 0.75, (6, = 0.4 mm). Subsequently, the
crack gap begins to reduce until it reaches the specified residual aperture width, &, ;es = 0.18.. If &,, falls below &y, es, @ substantial
contact normal force is generated through the penalty term, preventing further reduction of &,,. The inset in Figure 1(c) illustrates the gap
between the top and bottom bar blocks, corresponding to the residual aperture width.

This simulation demonstrates the effectiveness of the penalty method in accurately modeling fracture closure behavior.
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Figure 1: (a) Bar under normal separation during loading and unloading with contact included, (b) the relation between
interface traction and displacement on the top of the bar, and (c) the relation between interface traction and interface
displacement jump.

3.2 Plane-strain KGD model

To further evaluate the effectiveness of the penalty method in modeling fracture closure behavior, we simulate a plane-strain
Kristianovich-Geertsma-de Klerk (KGD) hydraulic fracture. As illustrated in Figure 2(a), a 3D model with dimensions of 30 m X 60 m X
0.5 m is used to simulate the KGD hydraulic fracture, with a line source of injection deployed along the z axis. The model is fixed in the
z direction, and the other boundary conditions are shown in Figure 2(a). The model parameters, detailed in Table 1, indicate that the
hydraulic fracture propagates in a viscosity-dominated regime and can be approximated using the zero-toughness solution provided by
Detournay (2004) during the injection phase.
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The injection rate Q, = 0.001 m? /s is applied for the first 20 seconds to initiate and propagate the hydraulic fracture. Afterward, Q, is
set to —0.0005 m? /s for 17 seconds to accelerate the fracture closure process (8, o5 = 0). Figure 2(b) shows the evolution of aperture
width and pore pressure at the injection point. During the injection phase, the simulation results closely match the analytical solutions
provided by Detournay (2004). Once the injection rate becomes negative, both aperture width and pore pressure decrease. The pore
pressure becomes significantly negative before the fracture closes at 37 seconds.

Table 1: Model parameters for the plane-strain KGD and radial hydraulic fracture simulations

Plane-strain KGD model Radial hydraulic fracture model
Young’s modulus, E (GPa) 38.8 17
Poisson’s ratio, v 0.15 0.2
Energy release rate, G;c (N/m) 10 120
Tensile strength, t. (MPa) 1 0.625
Fluid viscosity, us (Pas) 0.01 0.0001
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Figure 2: (a) Geometry of the Kristianovich-Geertsma-de Klerk (KGD) model in 3D (unit: m) and (b) evolution of aperture
width and pore pressure at the injection point in viscosity-dominated regime.
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Figure 3: Distribution of pore pressure and displacement along y axis at the different snapshots of the simulation. The visual
displacement of fracture surfaces is scaled by a factor 1000.

Figure 3 displays the distributions of pore pressure and displacement along y direction at the simulation time of 10's,20 s, 30 s, and 37 s.
Notable observations include: (1) the fracture length continues to increase after the injection period, and (2) the fracture initially closes at
the crack mouth with significant negative pore pressure. This mode of fracture mouth closure occurs due to the much higher production
rate compared to the fluid transport rate (Taleghani et al. 2020). We also experimented with a less negative value of Q, or replacing the
injection with a constant pressure after the injection phase, which resulted in a more uniform fracture closure behavior. However, this
approach requires significantly more simulation time to observe fracture closure, which is not presented here. It should be noted that our
hydraulic fracturing model does not include the leak-off behavior, and as such, cannot capture the tip-receding closure where the leak-off
dominates (Taleghani et al. 2020).

3.3 Radial hydraulic fracture model

Building on the work of Shiozawa and McClure (2016), we relate the residual aperture width &, .5 to the normalized proppant
concentration, ¢ = ¢/cpyax, Where ¢ and ¢y, .5 are the current and maximum proppant concentrations, respectively. The residual aperture
width is determined as follows:

®  Spres = 0 when €6, is less than the proppant size d,
®  Opres = €8y when ¢6,, > dp, and ¢ < 0.95,
®  Opres = Max(6y res(t — At), ¢6,) when €6, > dp, and ¢ = 0.95,

where 8, res(t — At) is the residual aperture width from the previous time step.

To assess the effectiveness of this approach, we simulate a radial hydraulic fracture model. The simulation considers a penny-shaped
hydraulic fracture propagating within an infinite linear elastic medium subjected to confining stress, as illustrated in Figure 4. The model
dimensions are 8m X 16m X 16m, with a planar fracture positioned in x-z plane at the center of the model, as depicted in Figure 4(b).
The model parameters are provided in Table 1.

An extrinsic traction-separation law is assigned to the interface elements on the fracture plane when the traction exceeds t,.x. Fluid is
injected with a proppant concentration of 0.07 as a Dirac source at the origin, using a flux of 1 kg/s for 15 seconds to initiate and propagate
the hydraulic fracture. Afterward, the flux is set to zero, and the simulation continues for an additional 100 seconds to observe fracture
closure.

During the injection phase, the fracture is expected to nucleate and propagate while the aperture width reduces following the cessation of
fluid injection. Roller boundary conditions are applied to all boundaries, allowing displacements parallel to the boundary plane but
constraining movement in the normal direction. The top (z = 8 m) and bottom (z = —8 m) boundaries maintain a constant pressure
defined by the function pyg(8 — z), where py is the fluid density (1000 kg/m?) and g is the gravity (9.81 m/s?).

Figure 5 depicts the distributions of aperture width and normalized proppant concentration at the end of the fluid injection (time=15s).
The results clearly show the radial evolution of the fracture around the injection point, with the proppant concentrating near the crack tip.
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Figure 4: (a) Sketch of a penny-shaped hydraulic fracture model and (b) the mesh used for simulation. One-quarter of the
mesh is omitted to show the fracture in the x-z plane.
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Figure 5: Distributions of aperture width §,, and normalized proppant concentration ¢ at the end of the injection phase. The
visual displacement of both fracture surfaces is scaled by a factor 1000.

To better demonstrate the impact of fracture closure behavior, we conduct two simulations that differ only in whether the computed
residual aperture width &, res is incorporated into the traction-separation law. Figure 6 compares the results from these simulations,
illustrating the aperture width distribution at the end of fluid injection (time=15 s) and at the conclusion of the simulation (time=115 s).

In the first simulation, shown in Figure 6 (a) and (c), the residual crack gap in the traction-separation law is set to zero, effectively ignoring
the computed 6, 5. In the second simulation, depicted in Figure 6 (b) and (d), the residual crack gap is assigned the calculated &y, res.
Interestingly and surprisingly, this difference influences the results even during the fluid injection phase, as evident from the differences
between Figure 6 (a) and (b). For both cases, it is reasonable to observe that 8y, es < .

However, the differences become more pronounced by the time of 115 s, as seen when comparing Figure 6 (c) and (d). With a zero
residual crack gap, Figure 6 (c) shows a significantly smaller aperture width compared to Figure 6 (d). It is worth noting that Figure 6 (d)
shows 6, falls slightly below &, 15 in certain regions, which is consistent with the penalty method allowing small contact overlaps.
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Figure 6: aperture width distribution in the fracture plane at the time of (a) 15 s and (c) 115s for the simulation with a zero
6, res assigned to the traction-separation law; aperture width distribution in the fracture plane at the time of (b) 15 s and (d)
115s for the simulation with the computed &,,,..5 assigned to the traction-separation law. The curves in the plots refer to the
values of §,, or &, ;.5 along the x axis.

4. CONCLUSIONS

This study extends the capabilities of the existing ELK code, originally developed for coupled simulations of hydraulic fracturing and
proppant transport, by incorporating a model for fracture closure behavior. A key feature of this extension is the introduction of the
residual aperture width, which governs the degree of fracture closure. This term plays a crucial role in the penalty component of the
traction-separation law, ensuring that significant overlap is prevented once the fracture begins to close. Moreover, in the context of
proppant transport, the residual aperture width is assumed to be a function of proppant concentration, which is modeled through three
simple yet effective equations. The validity of this approach is demonstrated through three benchmark cases of increasing complexity,
each designed to test different aspects of fracture behavior and proppant dynamics. While the results show promising accuracy, further
studies are required to quantitatively validate this approach under more varied and realistic conditions.
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