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ABSTRACT

The artificial fractures in EGS are created within the context of natural factors such as geology, geomechanics, and geochemistry, as well
as engineering techniques used during stimulation, such as the use of proppant and acids. Fracture characterization, i.e., gathering
information regarding fractures’ physical properties, such as aperture, hydraulic conductivity, and network distribution patterns, provides
the source of information for modeling and engineering the subsurface reservoir appropriately.

At the near-wellbore scale, the fracture planes around the well are examined to provide an understanding of the feed zone behavior. At
the EGS Collab site, it was observed that during a downhole camera survey of a flowing wellbore the inflow pattern from the producing
fractures was not sheet-like but rather composed of sporadic point sources. This observation can be explained by considering that fracture
surfaces are rough; preferential fluid flow pathways emerged across a fracture plane due to its roughness.

To simulate the fluid flow behavior between the crevices of rough fracture, a displacement discontinuity model (DDM) was used to
represent rough fracture faces under varying stress regimes. Then, the geometry of the fracture space was built into a three-dimensional
model to simulate the fluid flow and heat transfer across the fracture planes using a Computational Fluid Dynamics (CFD) simulator.

The rough fracture modeling in this study could successfully model the fluid flow for a roughness distribution corresponding to a shear
stress and normal stress combination of -6MPa and 6MPa, respectively. As the stress regimes heavily influence the aperture distribution,
subsequent scenarios were modeled across parametric simulation involving a range of shear and normal stress and compared with the
reference. Radial flow behavior for each stress regime was simulated to investigate the roughness relationship with varying stress regimes.

1. INTRODUCTION

The artificial fractures in EGS are created within the context of natural factors such as geology, geomechanics, and geochemistry, which
determine the fractures’ shape, size, orientation, interaction with pre-existing natural fractures, and other physical properties. Furthermore,
engineering techniques used during stimulation, may further modify the fracture properties. As much as we may strive to create the ideal
fractures on the first attempt, the reality is that productive fractures are achieved through a learning process, where fracture characteristics
are continuously inferred and evaluated to inform subsequent measures that can capitalize on or address the observed fracture properties.

Therefore, fracture characterization, i.e., gathering information regarding fractures’ physical properties, such as aperture, hydraulic
conductivity, and network distribution patterns, is crucial to perform throughout the lifetime of an EGS site. Characterization provides the
source of information for modeling and engineering the subsurface reservoir appropriately. Fracture characterizations encompass various
techniques across multiple spatial and temporal scales.

At the wellbore scale, fracture characterization focuses on understanding the feed zones and analyzing inflow rates/patterns and thermal
energy (enthalpy and temperature), along with its position, aperture size, and other associated properties. At the near-wellbore scale, the
fracture planes around the well are examined to provide an understanding of the feed zone behavior. For instance, it was observed at the
EGS Collab site that during a downhole camera survey of a flowing wellbore (Fu et al., 2019; Fu and Morris, 2020) shown in Figure 1,
the inflow pattern from the producing fractures was not sheet-like but rather composed of sporadic point sources. Modeling the fracture
planes and connecting them to the observed wellbore-scale data would help explain this phenomenon.

Thus, the fluid flow behavior at rough fractures was examined through numerical simulations. To investigate the observation that the
inflow pattern from an EGS well’s feed zone was not sheet-like but rather composed of sporadic point sources, we considered that fracture
surfaces are rough, allowing preferential fluid flow pathways to emerge across a fracture plane. This paper highlights the results of the
numerical simulation.
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Figure 1: Jet locations at 129 ft depth of Well EP-1 observed by the downhole camera surveys and mapped against the
corresponding image log. From Fu and Morris (2020).

2. ROUGH FRACTURES OVERVIEW

Fractures are often represented with a smooth parallel-plate model, thus assumed to have uniform hydraulic aperture and permeability. In
reality, fracture walls are rough and uneven, thus disrupting the flow pathway into channels, cross-flows, back-flows, and eddy flows
(Zou et al., 2017; Xiong et al., 2018). Laboratory experiments and flow simulations by Ishibashi et al. (2012) demonstrated that up to 70%
of the fracture area does not facilitate flow (Figure 2a, b).

Field experiments by Abelin et al. (1988, 1991) have also confirmed the occurrence of flow channeling and disturbances within the same
fracture plane due to its heterogeneity. For instance, a tracer experiment conducted in a granitic fracture at the Stripa mine in Sweden
involved injecting five different tracers at 5 cm intervals along the wellbore on the same fracture plane. The results indicated significant
flow channeling even over short distances of less than 2 m, with some tracers being entirely disconnected (Figure 2c).
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Figure 2: (a) Granite rock sample and (b) flow simulation onto the sample’s fracture surfaces by Ishibashi et al. (2012) showed
that only 30% of the fracture planes were conducive to flow; (b) tracer experiment at Stripa mine, Sweden by Abelin et al.
(1988) demonstrated flow channeling within a granitic fracture plane due to its roughness.

The roughness of a fracture, also known as "asperity," can be quantified with a simple definition of asperity height Z, which is the
difference between the maximum and minimum asperity height (Chen et al., 2015). More sophisticated quantification of roughness
includes calculating the root mean square value of the profile RMS (Tse and Cruden, 1979) or the skewness S« and kurtosis coefficient
Ri; (Thomas, 1981). Matedness of a rough fracture refers to the extent to which the fracture surfaces match or interlock. Fracture surfaces
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are considered mated when the correlation occurs only on a large scale and unmated when they do not correlate on both small and large
scales (Brown and Scholz, 1986).

The roughness of a fracture determines the aperture distribution, which in turn controls the fluid flow pathways. Fluid primarily flows
through the effective aperture (or hydraulic aperture) portion of the mechanical aperture (Xiao et al., 2021). The size of the hydraulic
aperture depends on dynamic properties such as dynamic viscosity, flow rate, and pressure differentials between the inlet and outlet as
governed by Darcy’s Law (Deng et al., 2013).

The stress regime in which the rough fractures formed and the changes in stress regimes over geological history play an important role in
determining the roughness pattern and subsequent flow pathways. Zhang and Chai (2020) consolidated the relationship between roughness
and permeability under increasing normal stress in unmated fractures through a review of published experimental and numerical results,
as follows:

e Stage 1: when normal stress is lower than a lower critical value (denoted as 0A), rougher fractures tend to exhibit lower
permeability.

e  Stage 2: when normal stress exceeds OA but less than an upper critical value (denoted as 0B), Rougher fractures exhibit larger
permeability.

e  Stage 3: when normal stress exceeds 0B, the effect of roughness on permeability is no longer consequential, and the fractures
with different roughness tend to exhibit a similar permeability.

Shear stresses cause the rock surfaces to slip and slide along the fracture walls, altering their roughness and contact properties. Abrasion
and microcracks are often formed, creating additional roughness that may obstruct the flow paths and counter the effects of shear dilation
(Javadi et al., 2014). The obstruction is especially more severe when infill materials like weathering and hydrothermal veins are present
(Lee et al. 2015). Shear stress also often results in nonlinear flow behavior; this phenomenon is known as shear-induced flow anisotropy
and is well-documented in fluid flow and solute transport. In rough fractures, this anisotropy is particularly pronounced (Amadei and
Illangsekare, 1992; Auradou et al., 2005).

The mineral composition of the fractured rock and its infill materials influence roughness change under stress. Fang et al. (2017)
demonstrated that roughness in strong-brittle rocks can result in larger permeability compared to weak-ductile rocks. In EGS, infill
materials can be introduced artificially using proppants, such as sand, to prop open the fractures. When the effective pressure increases,
permeability reduction in unfilled fractures significantly exceeds that in filled fractures, leading to elastic and inelastic deformations for
the unfilled fractures and only inelastic compaction for the filled fractures (Wang et al., 2016). Coarser infill materials promote fluid flow;
however, grain sizes that are too large can cause materials to settle by the fracture walls (Liu and Sharma, 2005).

3. MODELING ROUGH FRACTURES

3.1. Techniques and Formulation

Modeling rough fractures typically begins with obtaining surface elevation or aperture data derived from laboratory experiments. This
study used surface elevation data from Co et al. (2017), which were obtained from granite and sandstone core samples that were sheared
in compression tests (Figure 3a). These maps were used as the basis for two-dimensional fracture plane geometry. Co et al. (2017)
developed a numerical simulator using the displacement discontinuity boundary element method (DDM) with integrated complementarity.
This simulator allows for remote shear and normal stresses to be applied to the fracture plane, which results in the generation of modeled
aperture and slip maps. A rectangular cutout of the resulting aperture map was then created (Figure 3b). A minimum local aperture of 1 x
10-1m was defined for elements that did not open.
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Figure 3: A sample of flow simulation on rough fracture modeling performed by Co et al. (2017).
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Fluid flow simulations of rough fracture space often utilize the Cubic Law, as also used by Co et al. (2017). In their modeling, the simple
Cubic Law permeability formula ((i.e., £ = 5%/12) was used to convert aperture values into permeability. The permeability map was then
set as input into a flow simulation program based on a finite value model. The simulation was conducted at steady state with single-phase
flow and a grid block size of 0.25 mm x 0.25 mm. No-flow boundary conditions were applied to one pair of opposite rectangular sides,
while the other pair had constant pressure boundary conditions set at 4000 psi and 2000 psi. The resulting pressure distribution was used
to calculate flow rates using the cubic law expressions of linear flow, as shown in Equation ((1). A flow distribution map was then created
to show the relative flow rate of areas with a flow rate value of at least one percent of the maximum flow rate (Figure 3c¢).

=5t

The Cubic Law is derived from approximating the incompressible Navier-Stokes equation, making simplified assumptions that can lead
to underestimating or overestimating the flow rate. To accurately account for the complex fracture geometries and inertial terms, the full
Navier-Stokes equation can be used to simulate flow in three-dimensional fractures. The rough fracture modeling in this study integrated
the versatility of simulating aperture distribution using DDM with the improved accuracy of fluid flow simulation utilizing full Navier-
Stokes equations in a three-dimensional fracture space.

Fluid flow in rough fractures is governed by the Navier-Stokes (NS) equation as shown in Equation (2):

ou 1 2
—+(u-V)u=F——Vp+EV2u 2)
ot p p
This Navier-Stokes equation can be further simplified according to the modeling setup. For incompressible fluid like water, conservation
of mass corresponds to conservation in volume V - u = 0. Furthermore, simulation is performed at a steady state, thus ignoring the time
derivative. Then, the equation P = p + p g h can further simplify the Navier-Stokes form to:

p(u-V)u = uv2u — VP 3)

where the left-hand side denotes inertial forces, and the first term on the right-hand side indicates viscous forces. If the inertial term is
negligible compared with the viscous term, then the Navier-Stokes equation can be linearized into the Stokes equation:

uV2u —VP =0 4)

The equation can further be simplified into the Reynolds equation by assuming that viscous forces dominate inertial forces and that
aperture variation is gradual:

V(e3-VP)=0 ®)

Finally, when assuming the fracture planes are two smooth parallel plates, the cubic law can be derived to infer permeability from
aperture size (i.e., k = b¥/12).

3.2. Modeling setup

This research utilized the ANSYS computational Fluid Dynamics (CFD) simulator governed by the Navier-Stokes equation at steady state
using incompressible fluid in three-dimensional space. Flow is set as turbulent with realizable k—¢ as a viscous method. In the realizable
k—€ model, the turbulent viscosity is calculated by using an improved method, as detailed by Shaheed et al. (2019). The exact transport
equation of the fluctuating component vorticity is used to derive the dissipation rate equation. The realizable k—e model is considered
more accurate compared to the k—€ model in predicting the distribution of the dissipation rate of flat and round jets. Also, better prediction
is provided by the realizable k—e model for the boundary layer characteristics in a large pressure gradient, separated and recirculating
flows.

The rough fracture geometry was generated from the discontinuity displacement model (DDM) developed by Co et al. (2017). As much
as -6 MPa shear stress (NS-6MPa) and 6 MPa normal stress (NN+6MPa) were applied, remotely deforming the aperture distribution
measured from a granite sample in two dimensions. A false minimum thickness must be applied to form a three-dimensional aperture
plane. As a reference, the minimum thickness value used for a successful CFD modeling by Chen et al. (2021) was 10 um, which is equal
to the maximum aperture value of the NN+6MPa/NS-6MPa. To successfully create a mesh and simulate flow in this research, the rough
fracture plane was scaled up by a factor of 1000. This approach ensures that the minimum thickness is maintained while increasing the
aperture value proportionally.

The original aperture distribution and the resulting three-dimensional fracture plane from DDM are illustrated in Figure 4a and b,
respectively; the latter subsequently cropped into the same rectangular dimension with graphics shown by Co et al. (2017). Attempts were
made to mesh the cropped fracture plane with minimal modification. However, passing the mesh quality check was difficult, leading to
divergence in the fluid simulation (Case groups 1 and 2 in Table 3.2). We then conducted subsequent parametric simulations to test
potential solutions. One approach involved smoothing the asperity geometry to minimize geometric irregularities such as highly skewed
or left-handed elements. This smoothing method proved effective in achieving convergence. The use of smoothing is based on the
understanding that the hydraulic aperture is a curvaceous subset of the geometric aperture.
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(a) original graphic of 6 MPa normal stress and -6MPa (b) 3D fracture plane built from DDM result
shear stress (Co et al, 2017)
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(c) Rough fracture plane (d) Rough fracture plane with well (e) Circular rough fracture plane with well

Figure 4: rough fracture plane geometry, meshing, and boundary conditions for numerical simulation

The successful mesh setup that could pass a volume mesh quality check for the skewness of less than 0.7 was achieved using polyhedral
elements with sizes ranging from 1x10~ to 2x10* m. Three different geometries were derived and are shown in Figure 4c, d, and e: the
fracture plane, rough fracture plane with a well, and circular rough fracture plane with a well, respectively. The latter simulates radial
flow and the closest setup, resembling the downhole camera survey observation at the EGS Collab project.

The boundary condition for the fluid flow simulation involves a pair of inlet and outlet (the blue and red arrows in Figure 4c and d) at
opposing sides of the rectangle. Additionally, some scenarios place a well cutout as an additional outlet boundary (Figure 4d and e).
Parametric scenarios were tested and summarized in Table 1. Each case group contains 1-5 cases. Corresponding simple fracture cases
without roughness were also run and compared; the thickness follows the mean aperture value of the rough fracture surface, which is
0.027 mm.

Table 1: Parametric scenarios tested for rough fracture modeling

Case Converged?
Geometry Parameter range
Group
Rough fracture plane Comparing laminar vs turbulent viscous term (realizable k- No
1&2 epsilon). Also comparing the necessity of reverse flow
prevention at the outlet. 100 psi pressure inlet, 0 psi pressure
outlet.
Rough fracture plane, smoothed Varying value of pressure inlet, pressure outlet, and fluid Yes

viscosity. Smaller element size by 1 order of magnitude
compared to case group 1 & 2.

31 Pressure inlet: 100 psi, 4000 psi
Pressure outlet: 0 psi, 2000 psi
Liquid H2O viscosity: 1e-3 Pa.s (standard) and 3e-4 Pa.s (used
by Co et al. (2017))
Rough fracture plane, smoothed Varying value of mass inlet with zero-pressure outlet. Yes
3-2 Mass inlet of 3.33e-1, 3.33e-2, and 3.33e-5 kg/s, corresponding
to volumetric flow rate of 3.33e-4, 3.33¢-5, and 3.33e-8 m%/s in
Chen et al. (2021)
Rough fracture plane, smoothed Inlet and outlet at the top and bottom sides of the fracture plane Yes
4 (90deg rotation).

Pressure-inlet: 4000 psi, pressure-outlet: 2000 psi

5
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5-1 Simple fracture plane Pressure-inlet: 4000 psi, pressure-outlet: 2000 psi Yes
5-2 Sm_lple fracture plane with well cutout Pressure-inlet: 4000 psi, pressure-outlet: 2000 psi Yes
(r=235mm)
Circular simple fracture plane with Yes
5-3 (rplane = 5 mm) with well cutout (rwen = | Pressure-inlet: 4000 psi, pressure-outlet: 2000 psi
5 mm)
6 Rough fracture plane, smoothed, with Pressure-inlet: 4000 psi, pressure-outlet: 2000 psi Yes
well cutout
7 Circular fracture plane, smoothed, with Pressure-inlet: 4000 psi, pressure-outlet: 2000 psi Yes

well cutout

4. RESULTS AND DISCUSSIONS

The base case of the simulation is reflected in Case 3-1d (Figure 5) where the pressure inlet is 4000 psi at the left boundary, and the
pressure outlet is 2000 psi at the right boundary. These are the same boundary conditions as the comparable case from Co et al. (2017),
which is considered as the reference. With the current meshing strategy, convergence could be reached fairly early at less than 150
iterations. Additionally, a simple fracture case was run.

The preferential fluid flow pathway is especially evident in the velocity magnitude map, sliced at around the midpoint between the mean
value of the largest asperity to the fracture plane base (5%10°° m) and the midpoint of the zero asperity to the plane base (1x10-¢ m). Both
show veining patterns comparable to the reference but with additional thin pathways. The reference employs the Cubic Law approach that
is more simplified than the Navier-Stokes equation, and the difference in pattern reflects that. The preferential flow pattern coincides with
intense turbulence. The roughness also influences the pressure distribution, with gradient change larger in areas with more flow. Also, as
expected, the simple fracture case shows uniform distribution for pressure, velocity, and turbulence (amid some artifacts from meshing).

A 90-degree rotation of the inlet and outlet pair (Case 4-1a, Figure 6) is markedly different than the reference case, as convergence required
more iterations, albeit stabilizing at around 900 iterations. The reference shows a flow pathway only near the left boundary, but the
simulation shows a flow pattern dispersing in almost the entirety of the rough fracture plane. Furthermore, the geometric pattern of the
left-to-right channel is still preserved in the simulation results, even with inlet-outlet direction rotations. The reference result of Case 4-
la seems constrained to the left side of the fracture and thus does not appear very convincing; therefore, this study’s fluid flow simulation
results are considered closer to representing real-world conditions.

A circular cutout in the middle of the fracture plane representing inflow to a wellbore (i.e., another pressure outlet) was put in Case 6-1
with boundary conditions kept the same as the base case 3-1d, shown in Figure 7. The well greatly influences and exacerbates the flow
pathway; almost no flow passes to the right boundary. The circular rough fracture plane case (Case 7-1a, Figure 8) with well cutout is a
more accurate representation of radial flow at near wellbore scale. The geometric channel in the left-right direction is still preserved, even
with circular inlet boundary conditions. This finding indicates that the roughness pattern is very influential for the flow pathway, even for
radial flow. The simple fracture case exhibits a uniform pressure, velocity, and turbulence intensity distribution with negligible
fluctuations.
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Figure 5: Simulation results for the base case 3-1d and simple fracture plane case 5-1a without roughness
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Figure 7: Simulation results for case 6-1 resembling the base case 3-1d but with a well-cutout radius of S mm.
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Case 7-1a
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Figure 8: Simulation results for circular fracture plane with roughness (top) and without (bottom)

5. CONCLUSION AND FUTURE WORK

The rough fracture modeling so far could successfully represent the fluid flow for a roughness distribution corresponding to one shear
stress/normal stress combination of -6MPa/6MPa, respectively. As the stress regimes heavily influence the aperture distribution,
subsequent scenarios can be modeled across parametric simulation involving a range of shear and normal stress and compared with the
reference. Radial flow behavior for each stress regime can be simulated to conclude the roughness relationship with varying stress regimes.

Geothermal systems are primarily governed by heat transfer, and thus, in addition to fluid flow, investigation regarding the relationship
between roughness and heat transfer distribution is crucial. Okoroafor and Horne (2018) investigated heat transfer in anisotropic (i.e.,
rough) fracture using a finite-volume numerical simulator that still employs a cubic law model at a single-fracture EGS field setup. It
would be interesting to extend the fluid flow modeling currently performed under the Navier-Stokes governing equation to include the
energy equation, which can also model the heat transfer and resulting temperature distribution and compare that with the result from the
reference. Moreover, heat transfer in radial flow can also be simulated.

Finally, the rough fracture model and the fluid flow and heat transfer simulation can be used to model tracer test data obtained in research
concerning fracture characterization at the reservoir scale. This modeling will be able to bridge the rough fracture understanding at the
near-wellbore scale to its importance in making sense of the fracture network and damage zones' influence on flow and heat transfer at
the reservoir scale.
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NOMENCLATURE
Symbol Quantity Unit
b e Aperture mm
F Body force N/m?
q Volumetric flow rate m’/s
u Fluid dynamic viscosity Pas
u Flow velocity m/s
L Length of a rough rock fracture m
o Density kg/m’
k Permeability miliDarcy (mD)
AP Pressure difference Pascal; psi
VP Pressure gradient Pa/m; psi/ft
t Time s
W Width of a rough rock fracture m
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