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ABSTRACT

Fluid flow and tracer transport in a
fractured Hot Dry Rock (HDR) geothermal
reservoir are modeled using fracture network
modeling techniques. The steady state
pressure and flow fields are solved for a
tvo-dimensional, interconnected network of
fractures with no-flow outer boundaries and
constant-pressure source and sink points to
simulate wellbore-fracture intersections.
The tracer response is simulated by particle
tracking, which follows the progress of a
representative sample of individual tracer
molecules traveling through the network.
Solute retardation due to matrix diffusion
and sorption is handled easily with these
particle tracking methods. Matrix diffusion
is shown to have an important effect in many
fractured geothermal reservoirs, including
those in crystalline formations of relatively
low matrix porosity. Pressure drop and
tracer behavior are matched for a fractured
HDR reservoir tested at Fenton Hill, NM.

INTRODUCTION AND MOTIVATIONS

Reservoir engineers and groundwater hydro-
logists have long recognized the importance
of fractures on fluid flow and solute
transport in underground porous media. Many
analytical and numerical models exist to
predict flow behavior for various fracture
geometries ranging from a single fracture to
multiple, interconnected fractures. Steady
state or pressure transient responses can
often be predicted using these models, which
provide a macroscopic description of the flow
process in terms of parameters suitable for
use by hydrologists and engineers.

Solute transport is not so easily simulated
using these models, however. The typical
approach of employing the convective-
dispersion equation with the adjustable
parameter of dispersion coefficient usually
fails in several important ways. In one
dimension, a good match between model and
field data is often difficult to achieve,
since field data are seldom if ever perfect
Gaussian distributions of residence times
about a mean value. Multi-dimensional forms

of the convective-dispersion equation can
provide better fits, but at the expense of
more adjustable parameters of questionable
physical significance.

Fracture network modeling is a different
approach to simulating flow and transport in
fractured rock. The flow system is comprised
of a network of interconnected fractures. A
pressure difference imposed in such a system
due to fluid injection or a natural hydraulic
gradient results in a flow of water through
the fractures. This flow field can be
calculated assuming a fracture geometry,
appropriate boundary conditions, and a
relationship between pressure drop and flow
rate within each fracture. Once the flow
field is determined, the transport of a
conservative, reacting, or adsorbing chemical
component can be calculated using particle
tracking techniques, which follow the
progress of a representative sampling of
tracer molecules through the network.

Fracture network modeling has been used
extensively to model groundwater flow (see,
for example, Castillo et al. (1972), Schwartz
(1977), Smith and Schwartz (1980), Schvartz
et al. (1983), Long et al. (1982), Andersson
and Thunvik (1983), and Hopkirk et al.
(1985), Long and Billaux (1987)). The
primary focus of most previous work has been
to determine the conditions under which a
fractured rock could be treated as an
equivalent porous medium. With the fracture
network approach, one can assess the effect
of fracture size, spacing, aperture, and
orientation on the fluid flow, permeability
distribution, and tracer behavior.
Typically, Monte Carlo techniques are used,
in which a large number of realizations of
different fracture geometries, all with
identical fracture statistics, are performed
to determine the average and variability of
behavior. The latter is a measure-of the
inherent uncertainty of flow behavior in the
fracture network, given the measured statis-
tical parameters. In most cases, these
studies have assumed the flow to be within a
rectangular grid in two dimensions, with
constant-head boundary conditions at opposite
ends of the plane and no-flow or linearly-
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decreasing head boundaries on the two sides.
These boundary conditions simplify the
analysis and interpretation of results, and
are probably sufficient for modeling large-
scale groundwater flow problems.

Unfortunately, interwell flow and tracer
tests in HDR geothermal reservoirs cannot be
interpreted with these simplified boundary
conditions. Wellbores often resemble point
sources and sinks for flow, since they are
directly connected to only a few fractures.
In this study, ve develop a code which
realistically simulates the wellbore source-
sink boundaries in fractured rock. The code
is then used to model the fluid flow and
transport processes in interwell flow and
tracer experiments.

MODEL DEVELOPMENT

Fracture network modeling techniques are
capable of handling many different model
assumptions, such as regular or random
fracture networks, a variety of boundary
conditions and fluid flow laws, and various
types of tracer transport processes. The
model described below takes one set of
assumptions which is particularly useful for
HDR geothermal reservoir modeling.

Fracture Model Geometry: Figure 1 shows a
tvo-dimensional fracture network containing
tvo orthogonal fracture sets. Fractures are
equally-spaced, and the average aperture of
each set is known. Wellbores intersect the
fracture network at the positions shown, and
fluid is injected at constant pressure at one
point and withdrawn at a lower pressure at a
second point. The positions of the source
and sink points and the numbers of each are
adjustable. The outer boundaries of the
square fracture network are assumed to be
impermeable to fluid flow, as are the rock
blocks between the fractures. A steady state
flow field is set up within the fractures as
a result of the constant-pressure and no-flow
boundaries.

Fluid Flow Law: Assuming fracture flow can be
modeled as laminar flow between parallel
plates separated by distance w, the fracture
aperture, the fluid velocity is given by

2
-v_ AP

U= T30 (1)
The volumetric flow rate per unit depth of
fracture is

3

The sign convention is such that flov into a
node is positive, and flov from a node is
negative.
Flow Equations: As noted by Castillo et al.
(1972), the least number of unknowns results
when an equation is developed for the
pressure P at each node. Assuming steady

state fracture flow with no pressure
diffusion in the rock blocks,

3
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vhere n can be 2, 3, or 4, depending on the
number of fractures connected to the node.
Rearranging Eqn. (3):

3
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wvhere subscript o represents the node in
question, and the i’s refer to the adjacent
nodes. Equation (4) is an expression for the
pressure at node o in terms of pressures at
each of the adjacent nodes.

Solution of Flow Equations: Equation (4) can
be written for the pressure at each node,
wvhile the pressures of the source and sink
nodes are set constant. The outer boundaries
automatically simulate the no-flow condition
because they are not connected to any points
on the other side of the boundary. The
resulting equation set is solved using the
successive overrelaxation (SOR) method, an
iterative solution procedure which offers a
considerable improvement over the successive
substitutions or Gauss-Seidel techniques.
When the numerical parameter w is optimized,
the solution vector more rapidly approaches
the correct values for slowly converging
equation sets. A value of 1.87 was found to
be optimum for a test problem, decreasing the
number of iterations by a factor of 8.
Particle Tracking Technique: The assumption
underlying the particle tracking technique is
that a tracer response can be approximated by
passing a large number of individual tracer
molecules through the system, measuring the
residence time of each, and accumulating the
overall response, thus obtaining the
residence time distribution of the individual
molecules.

To calculate the residence time of an
individual molecule traveling from the inlet
to the outlet, the residence time within a
fracture must be determined, and rules
governing tracer transport at a node must be
assumed. Within a fracture, tracer transport
laws can be developed to account for
dispersion, matrix diffusion, and adsorption.
In the present study, we assume that
dispersion within a fracture is negligible
compared to overall dispersion levels
measured in the fracture network (Robinson
and Tester (1984)). Thus in the absence of
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sorption or matrix diffusion, the particle
residence time equals the fracture length
divided by average fluid velocity, or, in
terms of the variables used above:

2

T = :l%ﬂk_ (5)

w' AP

Sorption and matrix diffusion are included by
using the solution developed by Starr et al.
(1985) for tracer transport in a single
fracture. Tracer is assumed to travel in
plug flow in the fracture and is transported
by molecular diffusion to and from the
stagnant fluid in the matrix. Adsorption can
occur either on the face of the fracture or
in the rock matrix. Assuming equilibrium
adsorption with a linear isotherm in both the
fracture and matrix, the tracer response at
the outlet to a step change in concentration
at the input is (Starr et al., 1985)

C Di
= f r———— 6
€~ " c[(e-n)“’] ®

vhere © = t/T and Di, the diffusion number,
is given by

(DO, R D %¢

Di = v (7)
In the present study we will consider only
conservative, nonadsorbing chemicals for
vhich R and R’, the retardation factors in
the fracture and matrix, are equal to unity.
Figure 2 shows the solution for values of Di
ranging from 0.001 to 1. The step tracer
response is equivalent to a probability
distribution function for an individual
tracer molecule. Thus, the residence time of
a tracer particle in a single fracture is
calculated stochastically by generating a
random number between O and 1 and calculating
the time corresponding to that value for
C/C,  (see Figure 2). This methodology for
simuiating tracer transport processes in a
single fracture is valid for any linear
transport process, those for which the
solution is independent of concentration.

At a fracture intersection, we assume
complete mixing, whereby the tracer
partitions to the different fractures in the
same proportion as the flow rate. In the
particle tracking formulation, the
probability that an individual molecule at a
node chooses a given fracture is equal to the
flov fraction entering that fracture. A
random number generator is used to choose
wvhich path a molecule takes. When the
particle reaches the outlet port, the total
residence time is sum of the residence times
in the individual fractures.

Vhen this calculation is repeated, say 10000

times, a distribution of residence times is
obtained. To record the tracer response, a
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group of time blocks (0 to At, At to 2At, 24t
to 34t ...) are identified and the number of
molecules with residence times falling in
each of the time blocks is counted. The
resulting histogram is the residence time
distribution, equivalent to the response of
the system to a short slug of tracer injected
at the inlet. The integral of this function,
vhen normalized to unity, is the cumulative
residence time distribution F(t).

One additional complication is the effect of
fracture roughness on the fluid flow and
tracer transport laws. Although the parallel
plate lav has been used in the derivations
given above, in reality the equivalent
hydraulic aperture w, is a veighted average
value accounting for the distribution of
apertures encountered by fluid passing
through the fracture. This parameter is
different than equivalent aperture encoun-
tered by tracer, w,, and thus requires a s
revision of Eqns. 22) and (5). Due to the w
dependence on flow rate, the narrow apertures
will contribute the most to the pressure
drop. On the other hand, tracer molecules
sample the entire flow volume and thus w, is
an unveighted average of apertures encounter-
ed in the flow path. Thus, the tracer
aperture v, will alvays be larger than v, .
Long and Billaux (1987) addressed a similar
issue in their study of data from the Fanay-
Augeres uranium mine in France. Data wvere
available from over 200 packer tests in which
individual fractures vere isolated and hy-
draulic conductivities were measured. 1In
addition, the observed free aperture wvas
measured in each case from examination of
cores. Assuming the hydraulic aperture to be
proportional to the free opening, Long and
Billaux determined the average value for the
ratio of hydraulic to free aperture to be
8.6. The free aperture is likely to be near-
ly equivalent to the tracer aperture v,
since v, is an unveighted mean of the true
aperture distribution and the free aperture
is determined from a core which randomly sam-
ples the aperture distribution of a fracture.
Thus, we can expect potentially large differ-
ences between w, and v . However, given that
very little is Rnovn aBout this phenomenon,
vwe will assume that w, is proportional to v,
but treat the ratio f = v /v as an
adjustable parameter. Thus, hqns. (2) and
(5) become

—v: AP
q = 3 (8)
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In addition, the aperture in the definition
of Di (Eqn. (7)) is w_. Clearly, future
theoretical and experimental research should
be performed to aid in the understanding of
the relationship of hydraulic and tracer
apertures.

The computer code FRACNET was developed to
solve for the steady state pressure field,
flov patterns, and tracer behavior for the
model summarized above. 1In addition, the
code computes flow streamlines with a
particle tracking technique.

The Fenton Hill Phase I Experiments

The Fenton Hill HDR program is designed -to
demonstrate the feasibility of creating and
operating a prototype hot dry rock geothermal
reservoir. In Phase I of the program,
conducted in the 1970s, the feasibility of
the concept was demonstrated in a series of
hydraulic fracturing and flow tests (Dash et
al., 1981). In the longest experiment,
lasting 286 days, energy was extracted at an
average rate of 3 MV thermal at a temperature
of about 140°C. The present study focuses on
hydraulic and tracer data obtained from this
reservoir. Tracer response curves vere
measured by injes;ing a short pulse of
irradiated NH Br ° salt dissolved in wvater
and measuring the gamma activity as a
function of time in the production fluid.
Phase II of the program, which is designed to
demonstrate the technology for long-term heat
extraction on a larger scale at higher
temperatures, is currently being carried out.

Results and Discussion

Table 1 lists the input parameters for the
base case. Of these, the parameters which
are fully or partially adjustable are f , the
ratio of tracer aperture to hydraulic
aperture, v, and LAY the average tracer
apertures for the two fracture sets, o, the
standard deviation of the aperture for the
tvo fracture sets, the fracture spacing §,
and the matrix porosity ¢ (used to evaluate
tracer matrix diffusion effects). For the
base case, agreement was achieved between the
model and tracer data by using the measured
value of AP and known physical property
values, assuming the values of S, o, and ¢
listed in Table 1, and adjusting the values
of v, w,, and £ . To evaluate the
"gooéness-of-fit of the simulation, three
criteria were used: 1) the first arrival and
peak tracer times must be matched; 2) the
fraction of tracer recovered at the end of
the tracer test (120 hr) should be within
about 10X of the measured value of 0.83; and
3) there should be no anomalous behavior in
the model results, such as multiple peaks,
since the data have no such peaks.
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Table 1 Input Parameters for the Base Case
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A final consistency check on the model
results requires the calculation of reservoir
thickness. The flow rate per unit depth, q,
at the injection or production well is
calculated frog Egn. (8). The measured flow
rate (6.31x10°° m /s in this case) divided by
q equals the reservoir thickness. If this
thickness is less than the fracture spacing
or much greater than the well spacing, then
the model is utilizing an unrealistic
reservoir geometry, even if the tracer data
are reproduced accurately.

Base Case Results: For the base case, the
inlet and outlet points were placed along the
same fracture, as in Figure 1. Although f ,
LA and v, vere adjustable parameters, it was
found that keeping these values constant was
adequate for all simulations presented in
this paper. The calculated tracer pulse
response is compared to the measured data in
Figure 3. These curves are residence time
distributions, normalized so that the area
under the curves are equal to unity. The
model results are plotted as a series of
straight lines connecting the points in the
residence time histogram. The first arrival
and peak arrival times match the data
reasonably well, and the fraction of tracer
recovered at the end of the experiment, as
measured by the area under the curves, are
nearly equal for the two curves. Finally,
although the curve exhibits some jaggedness,
there is only one pronounced peak. The
simulation meets the criteria established
above, and thus is an adequate fit to the
data. The integral of the pulse response
curve representing the response to a step
change in tracer concentration, is shown in
Figure 4. The close agreement between model
and data is more evident here because the
integral smooths out the jaggedness of the
pulse response curve.

The calculated reservoir thickness based on
the mode} rgsult and injection flow rate of
6.31x10"° m'/s is 48 m. Thus, the final
consistency check on the model, that the
reservoir simulation produce a reasonable
3-dimensional shape for the reservoir, is
satisfied. This criterion is also met for
the model results presented below.



The flow streamlines plotted in Pigure 5
illustrate the nature of fluid flow in the
fracture network. Much of the flow travels
in a small region of rock near the injection
and production points, but a significant
fraction also travels in circuitous paths
through a much larger region. This behavior
gives rise to the observed tracer response
consisting of an early, elevated
concentration and a very long tail of the
residence time distribution.

Effect of Fracture Spacing: In addition to
the base case value of S=25 m, simulations
vere performed varying the fracture spacing
vhile holding other parameter values
constant. The flow geometries for these
cases were similar to that of Figure 1,
except that a larger fracture spacing results
in fewer fracture intersections between the
inlet and outlet points, and a smaller
fracture spacing results in more fracture
intersections. The resulting tracer response
curves are shown in Figures 6a and b for S=15
m and S=50 m. The S=15 m case fits the data
vell, but the S=50 m case has too many <
individual peaks and thus fails to fit the
data. With too few fracture intersections
between the inlet and outlet, the reservoir
with S=50 m does not contain a sufficient
number of different possible routes for the
fluid and tracer particles. The result is a
tracer response curve with multiple peaks, in
contrast to the smooth response curve
measured. Thus the average fracture spacing
of this reservoir is probably no greater than
about 25 m.

Distribution of Fracture Apertures: In a
fracture network, not all fractures have the
same aperture. After extensive examination
of fractures in cores, Snow (1970) showed
that -a lognormal distribution of apertures
can be assumed. To simulate a fracture
network with a lognormal aperture
distribution, we randomly set the aperture
value (subject to the lognormal distribution)
for each flow segment in the network,
treating each as an individual fracture.
Figure 7 shows the tracer response for one
realization assuming ¢ = 0.5 (units of 1ln(m))
for each fracture set (all other parameter
values are those of the base case). The
agreement is adequate, although one would
have to perform more realizations to prove
definitively that these model parameters with
a distribution of apertures can be used to
represent the Phase I reservoir. The flow
streamline contour plot for this realization
is shown in Figure 8. Fluid is diverted
preferentially to fractures with larger
apertures, resulting in distortions of the
flow streamlines from the base case result of
Figure 5. However, the correlation length
for apertures is only 25 m, the fracture
spacing. Since this value is much less than
the well spacing, only the details of the
flow field are affected by the distribution
of apertures, while the overall tracer
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behavior is relatively unchanged. If large
or small apertures were assumed to be
continuous over longer distances, then the
tracer behavior would have depended much more
strongly on the distribution of apertures,
and greater variability would be observed
from one realization to the next.

Effect of Matrix Diffusion: Figure 9 shows
the simulated tracer step response curves for
different values of matrix porosity ¢.

Matrix diffusion exhibits a strong effect on
the long-residence-time tail of the response
curve, the effects becoming stronger for
higher values of ¢. The result is a decreas-
ed recovery of tracer for larger values of ¢,
as a larger fraction of the tracer is delayed
in the stagnant matrix fluid.

Unfortunately, there exists no reliable
technique for determining in situ matrix
porosity in fractured granitic reservoirs, so
a range from 0 to 0.005 was used. At the
depths at which HDR reservoirs will typically
be found, large earth stresses will compress
the rock, lowering its porosity. However,
injection of fluid at pressures nearly
equivalent to the in situ earth stresses
lovers the effective stress on the granite
blocks, thus raising the porosity.
Laboratory measurements of porosity on core
specimens as a function of stress are pos-
sible, but in the process of recovering the
core, the granite may have undergone addi-
tional fracturing as a result of cooling.
The simulation just presented illustrates
that matrix diffusion may have a significant
impact on tracer behavior even in fractured
granitic reservoirs, and that reliable tech-
niques for measuring matrix porosity are
needed to quantify this phenomenon.

Despite the uncertainties currently impeding
progress, fracture network modeling holds
great promise for characterizing fractured
geothermal reservoirs. The approach used in
the present study incorporates pressure drop
and tracer data, two of the most common
measurements in HDR reservoirs, into a
physically realistic reservoir model. Thus,
using currently avajilable data, the model
provides a better understanding of fluid flow
and solute transport in fractured reservoirs.
Furthermore, heat transfer can be included in
the model to enable predictions of the
thermal cooldown behavior to be made. Future
wvork will extend the modeling to include heat
transfer predictions.

CONCLUSIONS

1. A tvo-dimensional fracture network model
has been developed to simulate steady state
fluid flow and tracer transport in a two-well
HDR geothermal reservoir.

2. Particle tracking techniques are used to
simulate tracer advection, matrix diffusion,




and adsorption. Particle tracking can be
used to model any linear transport process,
one vhich is independent of tracer
concentration.

3. Tracer data from the Fenton Hill Phase I
reservoir is adequately simulated assuming a
regular fracture network with fracture
spacings of 25 m, apertures of all fractures
equal to 0.4 mm, and £ , the ratio of tracer
to hydraulic aperture, equal to 2.36.

Smaller fracture spacings also result in good
fits to the data, but it is unlikely that
larger values of S are realistic since they
produce tracer response curves with multiple
peaks not present in the field data.

Imposing a distribution of aperture widths
changes details of the flow field, but has
little effect on the overall tracer behavior.
Matrix diffusion can have a significant
impact on tracer transport even in fractured
granitic reservoirs.

4. Future research is required to constrain
the fracture network model. The relationship
between the hydraulic aperture, which is
dominated by the smallest apertures in a
rough fracture, and the tracer aperture, an
unveighted mean of the aperture distribution,
must be studied. Also, reliable techniques
for estimating the in situ matrix porosity in
fractured reservoirs are needed to quantify
the effect on matrix diffusion on tracer
transport.

NOMENCLATURE

c tracer concentration (kg/m

C,, (inlet traceg concentration during step
input (kg/m”)

D,, molecular diffusion coefficient of

tracer (m°/s)
Di diffusion number (Eqn. (7))
f(t) residence time distribution (s~ )
F(t) cumulative residence time distribution
v, /v
fracture length (m)
length of fracture i (m)
number of nodes connected to node o
number of rock blocks in each direction
pressure (Pa)
pressure at node i
pressure at node o
flow rate per unit depth (m /s)
flgw rate per unit depth in fracture i
(m“/s)
tracer retardation factor in the
fracture
tracer retardation factor in the matrix
fluid flow velocity (m/s)
fracture spacing (m)
time (s)
fracture aperture (m)
average tracer aperture of fracture set
1 (m)
average tracer aperture of fracture set

2 (m)

-

-

s

-
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v, hydraulic aperture (m)
v, aperture of fracture i (m)

v, tracer aperture (m)

¢ matrix porosity

e dimensionless time t/T

u fluid viscosity (Pa-s)

w parameter in SOR solution technique

T fluid residence time in fracture (s)

o lognormal standard deviation of
apertures (ln(m))
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